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PREFACE

This volume is the first of the 5-volume set on Applied Chemistry and 
Chemical Engineering. This volume brings together innovative research, 
new concepts, and novel developments on modern approaches to modeling 
and calculation in applied chemistry and chemical engineering as well as 
experimental designs.

The volume brings together innovative research, new concepts, and novel 
developments in the application of informatics tools for applied chemistry 
and computer science. It discusses the developments of advanced chemical 
products and respective tools to characterize and predict the chemical mate-
rial properties and behavior. Providing numerous comparisons of different 
methods with one another and with different experiments, not only does this 
book summarize the classical theories, but it also exhibits their engineering 
applications in response to the current key issues. Recent trends in several 
areas of chemistry and chemical engineering science, which have important 
application to practice and industry, are also discussed.

The volume presents innovative research and demonstrates the progress 
and promise for developing chemical materials that seem capable of moving 
this field from laboratory-scale prototypes to actual industrial applications

Features

• Presents information on the important problems of chemical engi-
neering modeling and nanotechnology. These investigations are 
accompanied by real-life applications in practice.

• Includes new theoretical ideas in calculating experiments and experi-
mental practice.

• Looks at new trends in chemoinformatics.
• Introduces the types of challenges and real problems that are encoun-

tered in industry and graduate research.
• Presents computational chemistry examples and applications.
• Focuses on concepts above formal experimental techniques and theo-

retical methods.

Applied Chemistry and Chemical Engineering: Volume 1: Math-
ematical and Analytical Techniques provides valuable information for 



chemical engineers and industrial researchers as well as for graduate students. 
This book will be essential amongst chemists, engineers, and researchers in 
providing mutual communication between academics and industry profes-
sionals around the world.

Applied Chemistry and Chemical Engineering,  
5-Volume Set includes the following volumes:

• Applied Chemistry and Chemical Engineering,  
Volume 1: Mathematical and Analytical Techniques

• Applied Chemistry and Chemical Engineering,  
Volume 2: Principles, Methodology, and Evaluation Methods

• Applied Chemistry and Chemical Engineering,  
Volume 3: Interdisciplinary Approaches to Theory and Modeling 
with Applications

• Applied Chemistry and Chemical Engineering,  
Volume 4: Experimental Techniques and Methodical Developments

• Applied Chemistry and Chemical Engineering,  
Volume 5: Research Methodologies in Modern Chemistry and 
Applied Science

xviii Preface
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4 Applied Chemistry and Chemical Engineering: Volume 1

ABSTRACT

The particular structure of many thermodynamic equations can be mimicked 
by the aid of graphs both directed and simple graphs. Starting points are two 
types of directed graphs (also digraphs), the energy-digraph, or E-digraph, 
and the entropy digraph, or S-digraph. The most important thermodynamic 
relationships can be modeled by the aid of these two tools plus a set of simple 
rules and a series of symmetry operations performed with simple graphs 
superposed on the previous digraphs. Actually, in this way, not only the most 
famous thermodynamic relations can be derived in a fully automatic way, but 
the “machinery” can also be used to solve some thermodynamic problems.

1.1 INTRODUCTION

The first attempt to derive in a direct way the thermodynamic equations was 
done in 1914 by the physicist Percy William Bridgam (1882–1961, Nobel 
Prize in 1946), who suggested an algebraic method to derive the more than 
700 first derivatives encompassing 3 parameters chosen among a pool of 10 
fundamental parameters and the more than 109 relations between the first 
derivatives. Bridgam’s method further simplified by A. N. Shaw in 1935 is 
succinctly presented in Appendix 6 of Ref. [1]. His method is based on math-
ematical functions known as Jacobians and on a short-hand way to encode 
differentials. Nevertheless, the method was hardly a success. In fact, Brian 
Smith in his preface to Basic Chemical Thermodynamics2 could write the 
following words about the feelings students developed when they had to go 
through the study of thermodynamics: “The first time I heard about chemical 
thermodynamics was when a second-year undergraduate brought me the news 
early in my freshman year. He told me a spine-chilling story of endless lectures 
with almost three-hundred numbered equations, all of which, it appeared, had 
to be committed to memory and reproduced in exactly the same form in subse-
quent examinations. Not only did these equations contain all the normal alge-
braic symbols but in addition they were liberally sprinkled with stars, daggers, 
and circles so as to stretch even the most powerful of minds.”

1.2 GRAPH-BASED APPROACH

A diagrammatic scheme was not long ago proposed to derive many thermo-
dynamic relationships,3,4 and it was based on an approach used to derive the 
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Maxwell relations, which is described in Callen’s book on thermodynamics.5 
It seems that it was first proposed in 1929 by Max Born (1882–1970, Nobel 
Prize in 1954). This diagrammatic approach underwent further improve-
ments by the aid of graph and vector concepts.6–10 In the following sections, 
the graph-based approach for the thermodynamic relations will be discussed 
in detail.

1.2.1 THE DIGRAPH

A directed graph, or digraph, consists of a set V of vertices (or nodes) together 
with a set E of ordered pairs of elements of V-called edges (or arcs).

In a directed graph, a vertex is represented by a point, and each ordered 
pair is represented using an edge with its direction indicated by an arrow 
(Fig. 1.1). In the simple directed acyclic graph a → b, vertex a is called the 
initial vertex (or tail) of the edge (a, b), and vertex b is called the terminal 
vertex (or head) of this edge. Vertex a is said to be adjacent to b and b is said 
to be adjacent from a.11 A vertex can also be an isolated unconnected vertex, 
that is, a zero vertex.

FIGURE 1.1 A digraph with four zero vertices and two head and two tail vertices.

1.2.2 THE ENERGY AND THE ENTROPY DIGRAPHS

To get into thermodynamics, we have to label the vertices of digraph of 
Figure 1.1 with the following set of eight fundamental thermodynamic prop-
erties: {A, G, H, U, P, S, T, V}. These eight properties can be arranged into 
two subsets, an energy-dimensioned subset of the four zero-degree vertices 
labeled with energy functions {A, G, H, U}, and a subset of head–tail vertices 
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labeled with the natural variables {P, S, V, T}. Of these, two labels S and P 
are the tail vertices and V and T are the head vertices. The resulting digraph 
is called the energy digraph or E-digraph (Fig. 1.2, left). The eight funda-
mental thermodynamic properties are the Helmholtz energy, A; the Gibbs 
energy, G; the enthalpy, H; and the internal energy, U. The natural variables 
of the digraph subset are the pressure, P, the entropy, S, the absolute temper-
ature, T, and the volume, V.

The E-digraph is the digraph of the relation R = {A, G, H, U, (P, V), 
(S, T)}. Multiplication of P (tail) with V (head), and S (tail) with T (head) 
allow to obtain two energy-dimensioned quantities: PV and ST. Notice that 
the thermodynamic labels of the zero-degree vertices are ordered clockwise 
(clockwise rotations are here considered positive), while the labels of the 
natural variables have a slanted Z alphabetical order.

The second set of fundamental thermodynamic properties that are going 
to label the vertices of Fig. 1.1, where the vertical arrow has been inverted, 
are the following: {M1, M2, M3, S, P/T, U, 1/T, V}. The resulting digraph 
can be named an entropy digraph or S-digraph (Fig. 1.2, right). M1, M2, and 
M3 denote the Massieu entropic functions, which are useful in the theory of 
irreversible thermodynamics and in statistical mechanics, while the other 
quantities have been defined in the previous paragraph. M1, M2, and M3 are 
due to the French mineralogist François-Jacques Dominique Massieu.5

FIGURE 1.2 The E-digraph (left) and the S-digraph (right).

Even here, these eight properties can be arranged into two subsets, a 
zero-degree vertices labeled with entropy-dimensioned entropic functions 
{M1, M2, M3, S}, and a subset of head–tail vertices labeled with the natural 
variables, {P/T, U, V, 1/T}. Of these two (U, V) are tail vertices, and two 
(P/T, 1/T) are head vertices.
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The S-digraph is the digraph of the relation: R = {M1, M2, M3, S, (V, P/T), 
(U, 1/T)}. Multiplying the tail V, with the head P/T, and the tail U with the 
head 1/T, two entropy-dimensioned quantities are obtained: PV/T and U/T. 
Even in this digraph, the thermodynamic labels of the zero-degree vertices 
are ordered clockwise, while the labels of the natural variables have, practi-
cally, a slanted Z alphabetical order (P/T, 1/T, U, V).

1.2.3 PROPERTIES OF THE E- AND S-DIGRAPHS

These two digraphs share the following three properties that allow to build 
the thermodynamic many equations of the standard exposition of classical 
thermodynamics of simple systems.

Property 1 (functional property): The corner parameters are functions of 
their nearby natural variables,

 A = A (V, T), G = G(T, P), H = H(P, S), U = U(S, V) (1.1)

 M1 = M1(V, 1/T), M2 = M2(1/T, P/T), M3 = M3(P/T, U), S = S(U, V) (1.2)

These functional relations allow to derive the total differentials of the corner 
properties.

Property 2 (orthogonal property): Variables belonging to the same arrow 
can be multiplied with each other to obtain either an energy-dimensioned 
term (PV and ST) or an entropy-dimensioned term (U/T and PV/T). Variables 
belonging to orthogonal arrows cannot be multiplied with each other. Zero-
degree quantities cannot be multiplied with each other.

Property 3 (directional property): Flow toward an arrowhead (from a tail 
to a head) is positive, while flow toward an arrow tail (from a head to a tail) 
is negative.

1.3 OVERLYING SIMPLE GRAPHS

Now, all we have to do is to superimpose on these two digraphs a series of 
simple graphs (overlying simple graph [OSG]), which mimic the shape of 
a capital letter: F, M, N, and P, where at the vertices of these letter-shaped 
graphs are placed the thermodynamic properties. Each superposition gives 
rise to a simple graph relation, R(I-OSG:E or S), among the encompassed 
vertices of the I-OSG (I stands for any of the letter-shaped simple graphs) 
that gives rise to a thermodynamic equation.
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1.3.1 THE N EQUATIONS CONCERNING THE ZERO-DEGREE 
VERTICES

The E-digraph and the N-shaped OSG, that is, N-OSG (Fig. 1.3), allow to 
obtain the eight N relationships. The well-known relation between energy 
functions H and U, H = U + PV, which obeys properties 2 and 3, could 
succinctly be rewritten in the following way,

 R(N-OSG:E) = {H:U, (P, V)} → H = U + PV (1.3)

Relations of the type R(N-OSG:E) = {V:P, (U, H)} are dimensionally wrong, 
and relations that start at the diagonal vertices are not allowed. Furthermore, 
they would give rise to meaningless relations.

FIGURE 1.3 The N-OSG and E-digraph, left: for eq 1.3; right: for eq 1.4.

Symmetry operations like C4 rotations (90° clockwise), C2 rotations (180° 
clockwise), σPV reflections through the PV axis and ST reflections through ST 
axis of the R(N-OSG:E) of eq 1.3 allow to obtain all other relations among 
the potentials (two relations for each vertex). Composite symmetry opera-
tions, starting from right operation, are also allowed like, σST·σPV,σST·C4, and 
others.

 σST[R(N-OSG:E)] = {U:H, (V,P)} → U = H − PV (1.4)

 σPV[R(N-OSG:E)] = {G:A, (P,V)} → G = A + PV (1.5)

 −C2[R(N-OSG:E)] = {A:G, (V, P)} → A = G − PV (1.6)

 C4[R(N-OSG:E)] = {U:A, (S, T) → U = A + ST (1.7)

 σPV·C4[R(N-OSG:E)] = {A:U, (T, S)} → A = U − TS (1.8)
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 −C4[R(N-OSG:E)] = {G:H, (T, S)} → G = H − ST (1.9)

 −C4·σST[R(N-OSG:E)] = {H:G, (S, T)} → H = G + ST (1.10)

The N-OSG on the S-digraph (Fig. 1.4), and the given properties 2 and 3, 
let us derive the eight N entropic relations, among which the most important 
are the following three relationship for M1, M2, and M3.

FIGURE 1.4 The N-OSG and the S-digraph, left: eq 1.11; right: eq 1.12.

R(N-OSG:S) = {M1:S, (1/T, U)} → M1 = S − U/T  
 = (TS − U)/T M1 = −A/T (1.11)

The very last result was obtained by the aid of eq 1.8. A C4 rotation of 
R(N-OSG:S) allows to derive the thermodynamic relation for M2 [after inser-
tion of M1 = −A/T, and G from eq 1.5],

C4[R(N-OSG:S)] = {M2:M1, (P/T, V)} → M2 = M1 − PV/T =  
 −(A + PV)/T M2 = −G/T (1.12)

This is the well-known Planck function5: Y = M2 = −G/T. A C2 operation on 
RSN let us uncover the thermodynamic meaning of M3, which, after insertion 
for M2 = −G/T from eq 1.12, cannot be further simplified,

C2[R(N-OSG:S)] = {M3:M2, (U, 1/T)} M3 = M2 + U/T  
 M3 = (U − G)/T (1.13)
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1.3.2 THE P EQUATIONS CONCERNING THE ZERO-DEGREE 
VERTICES

Be the P-OSG and the E-digraph of Figure 1.5, by the aid of the superpo-
sition together with properties 2 and 3, it is possible to encode the central 
relationship of thermodynamics. The encoding relation is,

FIGURE 1.5 The P-OSG and the E-digraph, left: eq 1.14; right: eq 1.15.

 R(P-OSG:E) = {U:(S, T), (V, P)} → dU = dS·T − dV·P (1.14)

that is, rearranging, dU = TdS – PdV.
With a σPV on R(P-OSG:E) and then a σST on σPV[R(P-OSG:E)], the 

following thermodynamic relationships can be derived,

σPV[R(P-OSG:E)] = {A:(T, S), (V, P)} → dA = −dT·S − dV·P 
 dA = −SdT − PdV (1.15)

−C2[R(P-OSG:E)] = {G:(T, S), (P, V)} → dG = −dT·S + dP·V 
 dG = −SdT + VdP (1.16)

The P-OSG and the S-digraph of Figure 1.6 give rise to the following ther-
modynamic relationship (notice that P/T is the arrowhead vertex),

R(P-OSG:S) = {S:(U, 1/T), (V, P/T)} → dS = dU·(1/T)  
 + dV·(P/T) dS = dU/T + (P/T)dV (1.17)

Successive P-OSG operations give rise to other relationships, among which 
(upon solving d(P/T) and rearranging) eq 1.19, a no-easy relation to arrive at 
with purely algebraic methods,
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FIGURE 1.6 The P-OSG and the S-digraph, left: eq 1.17; right: eq 1.18.

σPV/T[R(P-OSG:S)] = {M1:(1/T, U), (V, P/T)}  
 dM1 = −d(1/T)·U + dV·(P/T) = −(U/T2)dT + (P/T)dV (1.18)

σU/T[R(P-OSG:S)] = {M3:(U, 1/T), (P/T, V)} → dM3  
= dU·(1/T) − d(P/T)·V = (1/T)dU − Vd(P/T) = (1/T) 

 dU + (VP/T2)dT − (V/T)dP (1.19)

1.3.3 THE F EQUATIONS CONCERNING THE ZERO AND 
TAIL–HEAD VERTICES

The F-OSG and the E-digraph of Figure 1.7 together with a result obtained 
from eq 1.15, that is, (∂A/∂V)T = −P, allow to derive the following encoding 
relation, where the second and fourth property of R(F-OSG:E) determine the 
sign of the relation (from V to P, i.e., here the only allowed flow),

FIGURE 1.7 The F-OSG on the E-digraph, left: eq 1.20; right: eq 1.21.



12 Applied Chemistry and Chemical Engineering: Volume 1

 R(F-OSG:E) = {A, V, T:P} → (∂A/∂V)T = −P (1.20)

A − C4 operation on R(F-OSG:E) and a σST operation on −C4R(F-OSG:E) 
give us two new relations,

 −C4R(F-OSG:E) = {U, S, V:T)} → (∂U/∂S)V = T (1.21)

 σST[−C4R(F-OSG:E)] = {H, S, P:T)} → (∂H/∂S)P = T (1.22)

A σPV operation on R(F-OSG:E) let us derive the following equation:

 σPV[R(F-OSG:E)] = {U, V, S:P)} → (∂U/∂V)S = −P (1.23)

When the F-OSG is applied to the S-digraph in Figure 1.8, the following 
thermodynamic relationship can be obtained (compared with eq 1.21),

 R(F-OSG:S) = {S, U, V:1/T)} → (∂S/∂U)V = 1/T (1.24)

Performing some reflection operations on R(F-OSG:S), we obtain two other 
not at all evident relations,

FIGURE 1.8 The F-OSG on the S-digraph, left: eq 1.24; right: eq 1.25.

 σVP/T[R(F-OSG:S)] = {M1, 1/T, V:U)} → (∂M1/∂(1/T))V = −U (1.25)

 σU/T[R(F-OSG:S)] = {M3, U, P/T:1/T)} → (∂M3/∂U)P/T = 1/T (1.26)
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1.3.4 THE M MAXWELL RELATIONS CONCERNING THE 
HEAD–TAIL VERTICES

The history of the diagrammatic method for the thermodynamic equations 
started with the Maxwell relations as Callen suggested.5 These relations 
concern the E-digraph only. The M-OSG and digraph of Figure 1.9 and the 
fact that these relations concern the partial derivatives of the head–tail prop-
erties, where the third property is held constant, allows to write the R(M-
OSG:E) relation and its corresponding Maxwell equation,

 R(M-OSG:E) = {(P, T, V):(S, V, T))} → (∂P/∂T)V = (∂S/∂V)T (1.27)

The sign is under the control of the only allowed flow, that is, from the first 
to the third property in each parenthesis. The other three relations can be 
derived with C4 rotations of R(M-OSG:E),

FIGURE 1.9 The M-OSG on the E-digraph, left: eq 1.27; right: eq 1.28.

−C4[R(M-OSG:E)] = {(T, V, S):(P, S, V)} → −(∂T/∂V)S = (∂P/∂S)V (1.28)

−C2[R(M-OSG:E)] = {(V, S, P):(T, P, S)} → −(∂V/∂S)P = −(∂T/∂P)S (1.29)

C4[R(M-OSG:E)] = {(S, P, T):(V, T, P)} → (∂S/∂P)T = −(∂V/∂T)P (1.30)

1.4 PROBLEMS

Problem 1. Be the Gibbs–Helmholtz (GH) equation at P = cost, 
[∂(G/T)/∂(1/T)]P = H(GH). Find the answer for the following question: 
[∂(A/T)/∂(1/T)]V = ?
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Answer: Draw the simple GH-OSG connecting all parameters of the 
GH equation on the E-digraph (Fig. 1.10, left), perform then a σST operation 
(Fig. 1.10, right) and the result is [∂(A/T)/∂(1/T)]V = U

FIGURE 1.10 The GH-OSG and the E-digraph, left: the problem; right: the solution.

Problem 2. Be the expression for the internal pressure at T = cost 
(isothermal), πT = (∂U/∂V)T = T(∂S/∂V)T − P. Find the corresponding expres-
sion for (∂H/∂P)T, known in thermodynamics as the isothermal Joule–
Thomson coefficient, µT.

Answer: Draw the simple graph connecting the T, S, V, T, and P param-
eters of πT on the E-digraph of Figure 1.11, left, perform a σST operation of 
the πT-OSG and obtain (Fig. 1.11, right): µT = (∂H/∂P)T = T(∂S/∂P)T + V (the 
only change: P replaces V and vice versa).

FIGURE 1.11 The πT-OSG and the E-digraph, left: the problem; right: the solution.

1.5 CONCLUSION

A metalanguage, in logic and in linguistic, is a language used to make state-
ments about statements in another language, which is called the object 
language. More broadly, it can refer to any terminology used to discuss the 
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language itself, a written grammar for instance. Thermodynamics with all 
its mathematical equations does awake the feeling that there ought to exist 
a formalism that could encompass and order the different types of relations. 
What we have outlined in the previous sections can then be considered 
as a sort of metalanguage for thermodynamics. It is based on the use of 
directed graphs and simple graphs, and it allows us to derive in a completely 
“geometric” way many equations of thermodynamics.

The reader has surely noticed that the starting move was normally done by 
the aid of a well-known thermodynamic relationship. Actually, the starting 
relation can easily be guessed by the aid of the digraph together with the 
OSG and properties 1–3. The usefulness of the method is finally underlined 
by its ability to solve problems. It is worth mentioning that graph methods 
have also been applied to encode of phase diagrams.12

Clearly, being able to derive many thermodynamic equations doesn’t 
mean to understand thermodynamics. This is a quite serious problem as 
certified by the “battle” that continues to rage about the real meaning of 
entropy.13–15 On the subject, the words by A. Sommerfed16 are illuminating: 
“Thermodynamics is a funny subject. The first time you go through it, you 
don’t understand it at all. The second time you go through it, you think you 
understand it, except for one or two small points. The third time you go 
through it, you know you don’t understand it, but by that time you are so 
used to it, it doesn't bother you anymore.”
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ABSTRACT

Three rules, the Titius–Bode, the Dermott rules, and a classical linear molec-
ular quantitative structure–property relationship, are revisited discussing 
some of their main characteristics and revealing up to which level the models 
have real predictive power or simply a descriptive one. A careful choice of 
the experimental values to be included in the model seems to be essential to 
the usefulness of a relationship. Furthermore, a predictive relationship is not 
always free from flaws.

2.1 INTRODUCTION

Some years ago, a series of studies started to reconsider some aspects on 
which linear quantitative structure–property and structure–activity relation-
ships (QSPR/QSAR), and their graphical displays were based and how this 
could affect their predictive power.1–3 More recently taking as starting point 
the Titius–Bode (TB) rule, the limits of validity of quantitative structure rela-
tionships4–6 were discussed. In the present chapter, we would like to empha-
size some characteristics of predictive relationships, which have become a 
subject of paramount importance in QSAR/QSPR. For this purpose, we will 
center our attention on the utility and validity of two cosmological and a 
physicochemical relationship: the Titius–Bode, and the Dermott rules,7 and 
a classic QSPR.8 The Titius–Bode rule applies to our planetary system, the 
Dermott rule applies to the moons of Jupiter, Saturn, and Uranus, while a 
classic QSPR, based on the Randić branching index, and actually known as 
1χ index,9 describes the boiling points of some alkanes.

Let us start presenting the Titius–Bode (eq 2.1) and the Dermott rules 
(eq 2.2),

 dTB(n) = 0.4 + 0.3∙(2n), with n = −∞, 0, 1, 2, 3, … (2.1)

 T(n) = T(0)Cn, with n = 1, 2, 3, 4, … (2.2)

Here, dTB(n) is the distance at which the planets of the solar system are 
located from the Sun, that is, the semimajor axis of each planet outward from 
the Sun in units such that the Earth’s semimajor axis is equal to one. T(n) is 
the orbital period of the nth satellite in days, T(0) is a fraction of a day and C 
is a constant of the satellite system in question. The specific values for these 
constants are (d = days):
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Jovian system: T(0) = 0.444d, C = 2.03

Saturnian system: T(0) = 0.462d, C = 1.59

Uranian system: T(0) = 0.488d, C = 2.24

Notice the similarities of the T(0) and C values with the corresponding 
constants of the Titius–Bode rule (0.3 and 2). Dermott rule is an empirical 
formula for the orbital period of the Jovian, Saturnian, and Uranian satel-
lites orbiting the planets in the solar system. It was identified by the celes-
tial mechanics researcher Stanley Dermott in the 1960s. We could reshape 
the Titius–Bode rule to be formally similar to the Dermott’s rule but with a 
consistent loss of precision. Do not forget that the two rules differ in dimen-
sions, the first one has AU dimensions (1 AU = 149,597,870.700 km or 
approximately the mean Earth–Sun distance), while the second has days (d) 
as dimension.

It has been said that such power rules may be a consequence of collapsing-
cloud models of planetary and satellite systems possessing various symme-
tries, and that they may also reflect the effect of resonance-driven commen-
surabilities in the various systems. As pointed us by Georgi Gladyshev, 
a Russian physical chemistry professor, Liesegang’s theory of periodic 
condensation10 has also been used to explain the empirical Titius–Bode rule 
of planetary distances, according to which the distance of the nth planet from 
the Sun satisfies the relationship. Nevertheless, the cosmological aspects of 
the two predictive rules will not be our concern here.

Finally, what could also be considered as a rule is the 1χ index relation-
ship for the description of the boiling points of alkanes:

 Tb = a·1χ + b, and 1χ = Σ(δiδj)
−0.5 (2.3)

The sum runs over the connections of the hydrogen-deleted graph that 
encodes the molecule8,9 and a and b depend on the number and type of the 
chosen alkanes. Parameters δi and δi stand for the number of connections of 
two adjacent i–j atoms in the hydrogen-deleted graph.

2.2 RESULTS

Table 2.1 shows the results obtained with the Titius–Bode rule, while in 
Table 2.2 are the results obtained with the Dermott rule for the three different 
moon systems. A statistical linear regression of the TB rule is shown in eq 
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2.4, obtained with least-square analysis, plotting d versus k from Mercury 
till Uranus. It agrees pretty well with eq 2.1. It describes correctly the N = 8 
planet orbits (dTB) at semimajor axes as a function of the planetary sequence. 
The accuracy of the description is shown in Table 2.1 throughout the percent 
residual error column [100(Exp. − Calc.)/Exp].

dTB = 0.4(±0.05) + 0.3(±0.002)k, where k = 2n, with n = −∞, 0, 1, 2, 3,… (2.4)

N = 8, Q2 = 0.999, r2 = 0.9998, s = 0.1, F = 24,018

TABLE 2.1 The Observed d/AU Values of the Semimajor Axis for the Planets of Our 
System, the Calculated dTB/AU Values with the TB Rule, and the Corresponding Percent 
Residual Error.

Planet 2n d/AU dTB/AU % Res. error
Mercury 0 0.39 0.4 −2.6
Venus 1 0.72 0.7 2.8
Earth 2 1.00 1.0 0.00
Mars 4 1.52 1.6 −5.3
Ceresa 8 2.77 2.8 −1.1
Jupiter 16 5.20 5.2 0.0
Saturn 32 9.54 10.0 −4.8
Uranus 64 19.2 19.6 −2.1
Neptune 128 30.06 38.8 −29
Plutoa 256 39.44 77.2 −96
Haumeaa 512 43.13 154 −257
Makemakea 1024 45.79 307.6 −572
Erisa 2048 68.01 614.8 −804

aCeres, Pluto, Haumea, Makemake, and Eris are dwarf planets. In bold the original planets 
used in the model, in italics the predicted planets.

The value N is the number of planets used in the model, r2 is the square 
correlation coefficient, s is the standard deviation of estimates, F is the 
Fischer–Snedecor value, and Q2 is the prediction coefficient for the leave-
one-out method11 (a kind of internal predictive parameter).

Table 2.2 shows the calculated values of some of the Jovian, Saturnian, 
and Uranian moons. The Dermott rule of eq 2.2 with the given fixed values 
for T(0) and C seems to describe fairly well the four Medicean moons (these 
moons were discovered by Galileo), from Io to Callisto, and Himalia, while 
the description of Amalthea is quite poor. Four Saturnian moons are described 
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fairly well, while the other three a bit lesser. Only two Uranian moons are 
rather finely described, while for the other two results are deceiving (for 
Titania see discussion). Least squares analysis gives rise to slightly different 
equations for the rule for each system of moons, which show very good 
statistics. There is only a deceiving parameter, and it concerns the Uranian 
moons with, Q2 = 0.652.

TABLE 2.2 The Experimental Orbital Periods of Some of the Jovian, Saturnian, and 
Uranian Moons in Days (d) and the Corresponding Calculated Period with the Dermott Rule.

Jovian moons n Orbital period (day) Dermott rule % Res. error
Amalthea 1 0.4982 0.9013 −81
Io 2 1.7691 1.8297 −3.4
Europa 3 3.5512 3.7142 −4.6
Ganymede 4 7.1546 7.5399 −5.4
Callisto 5 16.689 15.306 8.3
Himalia 9 249.72 259.92 −4.1
Saturnian moons
Mimas 1 0.9 0.735 18
Enceladus 2 1.37 1.168 15
Tethys 3 1.888 1.857 2.1
Dione 4 2.737 2.953 −7.9
Rhea 5 4.518 4.695 −3.9
Titan 8 15.95 18.87 −18
Iapetus 11 79.33 75.86 4.4
Uranian moons
Miranda 1 1.414 1.093 23
Ariel 2 2.52 2.449 2.8
Umbriel 3 4.144 5.485 −32
Titania 4 8.706 −12.286 −41
Oberon 4 13.46 12.29 8.7

In Table 2.3 are the boiling points in K, of some alkanes, together with 
their 1χ index, and their number of carbon atoms [No. Cs]. Values are taken 
from Randić’s seminal paper (methane excluded)8 and from Ref. [12]. The 
following relationships describe the boiling points as a function of the 1χ 
index and of the number of carbon atoms [No. Cs], with ((2.5) and (2.6)) and 
without ((2.7) and (2.8)) methane.
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TABLE 2.3 No. of Carbons, 1χ Index, and Experimental Boiling Points, Tb (K) for Some 
Alkanes.

Compounds No. Cs 1χ Tb (K)
Methane 1 0 110.95
Ethane 2 1.0000 184.55
Propane 3 1.4142 230.95
n-Butane 4 1.9142 273.05
2-Methylpropane 4 1.7321 261.95
n-Pentane 5 2.4142 309.25
2-Methylbutane 5 2.2701 300.15
2,2-Dimethylpropane 5 2.0000 282.65
n-Hexane 6 2.9142 341.95
2-Methylpentane 6 2.7702 334.05
3-Methylpentane 6 2.8082 336.45
2,2-Dimetilbutane 6 2.5607 322.95
2,3-Dimethylbutane 6 2.6425 331.25
n-Heptane 7 3.4142 371.65
3-Ethylpentane 7 3.3461 366.65
2,2,3-Trimethylbutane 7 2.9432 354.1
2,2-Dimethylpentane 7 3.0607 352.35
2,3-Dimethylpentane 7 3.1807 362.95
2,4-Dimethylpentane 7 3.1259 353.75
2-Methylhexane 7 3.2700 363.25
3,3-Dimethylpentane 7 3.1213 359.2
3-Methylhexane 7 3.3081 364.95
n-Octane 8 3.9142 398.75
2,2,3,3-Tetramethylbutane 8 3.2500 379.65
2,3,3-Trimethylpentane 8 3.5040 387.85
2,2,3-Trimethylpentane 8 3.4814 383.1
2,3,4-Trimethylpentane 8 3.5534 386.85
2,2,4-Trimethylpentane 8 3.4165 372.45
2,2-Dimethylhexane 8 3.5607 380.0
3,3-Dimethylhexane 8 3.6213 385.1
2,5-Dimethylhexane 8 3.6259 382.1
2,4-Dimethylhexane 8 3.6639 382.0
2,3-Dimethylhexane 8 3.6807 389.0
3-Methy-3-ethylpentane 8 3.6819 391.5
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Compounds No. Cs 1χ Tb (K)
2-Methyl-3-ethylpentane 8 3.7188 388.8
3,4-Dimethylhexane 8 3.7188 391.1
2-Methylheptane 8 3.7701 390.7
3-Methyheptane 8 3.8081 392.0
4-Methyheptane 8 3.8081 390.9
3-Ethylhexane 8 3.8510 391.7
n-Nonane 9 4.4142 423.85
2-Methyloctane 9 4.2701 416.15
n-Decane 10 4.9142 447.35
2-Methylnonane 10 4.7701 440.05

Tb = 142.1(±5.6) + 66.85(±1.7)1χ: N = 44, Q2 = 0.965,  
 r2 = 0.973, s = 11, F = 1535 (2.5)

Tb = 124.9(±6.5) +33.10(±0.9)[No. Cs]: N = 44, Q2 = 0.958,  
 r2 = 0.969, s = 11, F = 1317 (2.6)

Tb = 154.5(±5.7) + 63.26(±1.7)1χ: N = 43, Q2 = 0.963,  
 r2 = 0.971, s = 9.0, F = 1384 (2.7)

Tb = 142.7(±5.2) +30.73(±0.7)[No. Cs]: N = 43, Q2 = 0.974,  
 r2 = 0.978, s = 7.8, F = 1860 (2.8)

Figures 2.1 and 2.2 show the residual plots (residuals as ordinate vs. 
calculate Tb) in the four cases (Fig. 2.1, left and right is related to eqs 2.5 
and 2.6, etc.). It should be remembered that these kind of plots are crucial 
in interpreting QSPR/QSAR results,1–3,13 even if they are rarely considered.

FIGURE 2.1 Left: Residual plot resulting from eq 2.5; right: residual plot resulting from 
eq 2.6.

TABLE 2.3 (Continued)
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FIGURE 2.2 Left: Residual plot resulting from eq 2.7; right: residual plot resulting from 
eq 2.8.

2.3 DISCUSSION

Practically, the predictive quality of a relationship is its usefulness. If in the 
Titius–Bode rule (or in the Dermott rule) the sequence n is being read as the 
descriptor of the structure of our planetary system (or of the moon systems 
under study) and the distance (or orbital period) as their property, then some 
unknown properties should be guessed. Being this the case, we are facing a 
normal QSPR/QSAR problem and this is our concern here.

The dwarf planet Ceres (in italics) has been discovered thanks to the 
Titius–Bode rule of eq 2.4 in 1801 by the Italian astronomer Giuseppe 
Piazzi. It is the biggest body in the asteroid belt between Mars and Jupiter, 
making a third of the mass of the belt. Actually, the then newly proposed 
Titius–Bode rule was first brilliantly confirmed by the discovery of Uranus 
in 1781 by William Herschel. The high quality of the prediction is confirmed 
by the very good Q2 vale for N = 8 (eq 2.4). Ceres and Uranus are the only 
two predictions of the rule as it fails to predict Neptune’s orbit (29% error), 
and even more Pluto’s orbit (96% error). Failure becomes enormous with the 
recently discovered dwarf planets: Haumea, discovered in 2004, with semi-
major axis at 43.13 AU, is predicted at 154 AU with a 257% error. Make-
make, discovered in 2005, with semimajor axis at 45.79 AU is predicted at 
307.6 AU with a 572% error. Finally, Eris, discovered also in 2005, with 
semimajor axis at 68.01 AU is predicted at 614.8 AU with an 804% error. 
In fact, eq 2.9 shows how things get consistently worse (especially at the 
predictive leave-one-out Q2 level) when we try to fit the 13 planets,

dTB = 10.3(±3.7) + 0.03(±0.006)k, where k = 2m,  
with m = −∞, 0, 1, 2, 3, …  (2.9)
N = 13 (all bodies), Q2 = 0.46, r2 = 0.749, s = 12, F = 33
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The first-rate statistics of the Titius–Bode relationship shown in eq 2.4 
reveals a bizarre and surprising flaw: s = 0.1 AU means a deviation of 15 
million km nearly. Laskar’s work14,15 showed that Earth’s orbit, as well as 
the orbits of the inner planets, is chaotic and that an error as small as 15 m in 
measuring the position of the Earth today would render it unpredictable over 
100 million years’ time. This poor s value tells us that the predictive char-
acter of eq 2.4 is imperfect, as its present value (0.1 AU) would render the 
unpredictability of the position of the planets quite drastic. Another strange 
aspect of this rule is the strong dependence of the guessed property on the 
chosen zero point. Had the Sun been included in the count, that is, d = 0 at 
k = 0 (for n = −∞), the relationship would collapse. Furthermore, Mercury 
is not predicted as it is the bias of the rule, that is, Mercury is fixed at k = 0, 
which is a consequence of the fact that the Earth was fixed at d = 1. Actu-
ally, the value n = −∞ for Mercury and its sudden jump to n = 1 for Venus is 
hardly understandable.

The TB relationship was built by the aid of the six points, Mercury, 
Venus, Earth, Mars, Jupiter, and Saturn, and “filled the blanks” of Ceres and 
Uranus with an astounding predictive character (overlooking the abnormal s 
value). Notice that if, and only if, Neptune is “overlooked,” the TB distance 
of 38.8 is quite close to Pluto’s real distance with an error of 1.6% only. This 
last “pseudo-guess” shows how deviant could be the practice to “silence” 
outliers to keep the predictive utility of a relationship working: overlooking 
points can sometimes, and even consistently, either improve or worsen the 
predictive quality of a relationship.

Regarding the Dermott rule, sometimes called the Dermott law, it should 
be said that it does not concern all moons of the three systems, and that 
the left-out moons are really a lot, that is, the careful choice of points with 
which to build a descriptive relationship is here extreme. In fact, there are 
more than 60 Jovian moons (67 confirmed moons), and only the 4 Gali-
lean moons are massive enough (similar to our Moon) for their surfaces to 
have collapsed into a spheroid. The Saturnian moons are more than 50, but 
Titan alone makes around 96% of their mass while the 6 others ellipsoidal 
moons constitute a bit less than 4% of their mass. Of the known 27 Uranian 
moons, we reported only the more massive ones whose surface collapsed 
into a spheroid. If, in this last systems of moons Titania is included in the 
pack (in italics in Table 2.2) the only possible value for n would be n = 4, but 
with a deceiving result, as Q2 (calculated by least-square analysis) becomes 
equal to 0.574. Furthermore, this inclusion would oblige to use the value 
n = 5 for Oberon with a consistent worsening of its prediction. Last but not 
least, the Dermott rule, unlike the Titius–Bode rule, was no help to find any 
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new moon. Due to its poor number of points and the poor description of 
some moons, it should be said that the Dermott rule has practically only a 
descriptive character.

Let us go over to a classical chemical problem, the description of the 
boiling points of alkanes of Table 2.3 that is shown throughout eqs 2.5–2.8, 
and Figures 2.1 and 2.2. Concerning eqs 2.5 and 2.6, we notice that 1χ is a 
slightly better descriptor than the number of carbons [No. Cs]. Nevertheless, 
a careful look at this table and at the algorithm for 1χ (eq 2.3) let us notice 
a flaw, that is, following this algorithm methane, CH4, should have either 
1χ = ∞ or be undefined as it has no carbon–carbon connections. Its zero value 
has here been fixed practically “ad hoc” to render things easier. Exclusion 
of methane from the calculations brings us to the predictive eqs 2.7 and 
2.8, where [No. Cs], with a quite good predictive Q2 value (s is also good), 
shows up as the best descriptor for the boiling points of this set of alkanes. 
Figures 2.1 and 2.2 reveal some other flaws of the model having in mind 
that residual plots should have their points randomly and equally distributed 
around the zero line. Actually, all four figures show a clear pattern with a 
maximum on the positive side of the residuals and an asymmetric distribu-
tion of points around the zero line. This last feature is less drastic with the 
[No. Cs] descriptor, when no methane is considered.

The advantage of 1χ seems to show up with the description of a set of 
alkanes with the same number of carbons. Let us take the 18 C8 alkanes of 
Table 2.3. Evidently, [No. Cs] is here no more a valid descriptor, while 1χ has 
good chances to be one. A least-square analysis of this set of alkanes delivers 
the following equation and quite deceiving predictive statistics,

Tb = 277.1(±19.6) + 30.10(±5.4)1χ: N = 18, Q2 = 0.520, 
r2 = 0.663, s = 3.7, F = 31  (2.10)

There is another problem with graphs and eq 2.3 and it is the graph meaning 
of parameter b. It could be read as the least-square parameter of a unitary 
1χ index (1χ = 1) due to some unit undefined graph encoding an unknown 
compound whose temperature equals b. Actually, eq 2.3 could elegantly be 
reshaped into the following power series, where only the first two terms, 
i = 0 and 1, are taken into consideration (remember that 1χ0 = 1),

 Tb = Σi=0–n ai(
1χ)i (2.11)

Now, let us try to model the boiling points, without CH4 (for the mentioned 
difficulties to define a 1χ for this compound), with a multilinear form of 
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eq 2.11, that is, with i = 0, 1, 2. The results are excellent inclusive the predic-
tive leave-one-out Q2 and the s value.

 Tb =89.66 (±6.4) + 110.51χ (±4.3) − 7.927(1χ)2(±0.7) (2.12)

 N = 44, Q2 = 0.991, r2 = 0.993, s = 4.5, F = 2867

The description due to a quadratic form for the number of carbons is the 
following:

Tb = 110.5(±10.4) + 42.14(±3.4)[No. Cs] − 0.918(±0.3)[(No. Cs)]2 (2.13)

N = 44, Q2 = 0.980, r2 = 0.983, s = 6.9, F = 1180

The improvement of the modeling brought about by 1χ relatively to [No. 
Cs] is evident (the worsening of F relatively to eqs 2.5–2.9 is due to the fact 
that the independent variables are now two) and becomes even more evident 
with the residual plot of Figure 2.3, where at the left, we have the modeling 
due to eq 2.12. No mixed 1χ and [No. Cs] descriptors do a better job in 
describing the boiling points of the present alkanes.

FIGURE 2.3 Left: Residual plot resulting from eq 2.12; right: residual plot resulting from 
eq 2.13.

2.4 CONCLUSION

Let us now imagine that the values of C and n for the Dermott and TB (here 
2 and n) rules were not known, but that we have a lot of different values for 
them derived with different algorithms, from which we had to choose two. 
Combinatorial computation shows us that with 1000 values, the couples to 
choose from are 499,500, and with 10,000 values, the couples to choose 
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from are 49,995,000. With such a huge number of couples, it would be not 
too difficult to find a pair that matches the known values for these two rules. 
A similar reasoning could be applied to different sets of values, that is, of 
descriptors for the boiling points, that is, it would be not that difficult to find 
two descriptors that would give rise to a good modeling bilinear relationship 
for alkanes.

The real problem to solve with the inferential and usefulness character 
of relationships is to pick up the optimal descriptor for the optimal set of 
compounds and to find it with rather easy methods. The description of the 
set of boiling points of alkanes confirms this point: [No. Cs] is a better 
descriptor than 1χ in a simple linear relationship. The fine modeling achieved 
with the second-degree relationship (eq 2.12) by the 1χ index underlines the 
fact that multilinear relationships can improve the model a lot using well 
known and easy to derive descriptors. Actually, the simple linear relation-
ship should be considered an approximation of a power series equation that 
furthermore accomplishes also the task to give a deeper meaning to the 
relation.

The mathematician Charles S. Peirce discussed Bode’s law as an example 
of fallacious reasoning in Lecture Five (pages 194–196) of his 1898 lectures: 
Reasoning and the Logic of Things (The 1898 Lectures in Cambridge, 
MA).16 Surely, his judgment would have been even more drastic with the 
three Dermott rules. Would Peirce have been that drastic with quantitative 
structure property–relationships (and QSAR), especially with eq 2.12 that 
encompasses more than 40 points? Who knows? We have the impression 
that he was downplaying an important point: how helpful could predictive 
rules be.
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ABSTRACT

Polyhydroxyalkanoates or PHAs are linear polyesters produced in nature 
by bacterial fermentation of sugar or lipids. The polyester is extracted and 
purified from the bacteria by optimizing the conditions of microbial fermen-
tation of sugar or glucose. The simplest and most commonly occurring 
form of PHA is the fermentative production of poly-beta-hydroxybutyrate 
(poly-3-hydroxybutyrate, P3HB), which consists of 1000–30,000 hydroxy 
fatty acid monomers. The biosynthesis of PHA is usually caused by certain 
deficiency conditions (e.g., lack of macro-elements such as phosphorus, 
nitrogen, trace elements, or lack of oxygen) and the excess supply of carbon 
sources. In this work, pure oxygen was introduced in wastewater by a 40-l 
pure O2 container. Microorganisms receiving pure O2 grow quickly. By 
submerged porous diffusers and air nozzles, pure O2 was inserted to an aera-
tion tank in transient flow condition. An activated sludge system (anaerobic 
and aerobic) continuously acts as a source of primary sludge. Anaerobic 
and aerobic activated sludge reactors were used to supply the required raw 
sludge. The important results in this work were to decrease BOD5 amount 
equal to 80–90% and the industrial production of PHA to produce plastics, 
which are biodegradable and are used in the production of bioplastics.

3.1 INTRODUCTION

Biodegradable plastics are prepared under the title polyhydroxyalkanoates 
(PHAs). Its copolymers are over 40 compounds which have degradation to 
full capacity (100%). The low cost and relative ease of processing compared to 
other polymers attracts more attention. The molecular weight of polyhydrox-
ylalkanoates or polyester hydroxyl is in the range of 105 and 106 depending 
on the type of microorganisms and growth conditions. This combination of 
physical properties mechanical and biocompatible is also applicable.

As mentioned earlier, the most important property of PHA is complete 
biodegradability. This compound is biodegraded by microorganisms, aerobic, 
anaerobic, and amphibians into CO2 and water vapor that can be seen. A 
group of bacteria, as well as a bunch of these polymers or copolymers have 
ability to build them as a source of carbon storage in the cell, respectively. 
PHA granules in the cells of microorganisms can be stored easily by staining 
with Sudan Black and Blue Nile (blue).

The Escherichia coli type of plastic has properties that are comparable 
to synthetic plastics. Some of these can be 100% water-resistant, have low 
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production costs compared to other biodegradable plastics, and flexibility. 
Generally, factors affecting the price of PHA production could be in the form 
of four parts including: productivity, production efficiency, cost of carbon 
source, and finally the costs of extraction and purification.

The PHA production in many studies was carried out. The neces-
sary conditions for optimal production of the polymer in that studies were 
determined. But in the case of PHA production by intercropping (activated 
sludge), due to the newness of the issue, it is still not completed and the need 
for action is more comprehensive.

Satoh et al.108 in 1998 described polymer production using sodium 
acetate as activated sludge as the feed (carbon source). In this study, the 
use of micro-aerohpilic–aerobic system (limited by the oxygenation in the 
anaerobic) increased production of PHAs by the activated sludge experi-
ence. It should be noted that there are wastewater industries that have a high 
percentage of volatile fatty acids (VFAs). It was also mentioned that the 
wastewater from factories contains cellulose acetate and acetic acid, with a 
mean 1–1200 ml, perfect combination to produce PHAs. The fermentation 
of waste such as municipal wastewater can use a significant amount of VFAs 
produced as an inexpensive substrate for the production of PHA.

As discussed above and taking into account the problems relating to the 
disposal of plastics used in packaging and containers and due to costs related 
to the disposal of sludge from wastewater treatment plants, the production 
of PHAs using activated sludge and effective factors have been selected as 
the subject of this study. First time in 1925 (92 years ago), a microbiologist 
at the Pasteur Institute in Paris called Lemon discovered and described poly-
beta-butyric acid (PHB). He observed that in granular bodies in the cyto-
plasm of Bacillus megaterium, the ether was not resolved. He realized that 
the compounds are of general formula (C4H6O2)n and are polyester. From the 
difference between the melting point of this compound, Lemon discovered 
the two parts of the polymer. The polymer was isolated by chloroform.41

Twenty-seven years later, in 1952, Capps12 observed that both the poly-
ester components separated by Lemon hydrolysis are the products of high 
molecular weight linear polyester, and its melting point is 180°C.

In 1958, Williamson and Wilkinson12 data on the molecular weight and 
physical properties of PHB were reported. In the same year, Mkrayy and 
Wilkinson41 observed that intracellular PHB accumulation of nitrogen limi-
tation in the medium increases.

In the late 1950s and early 1960s, the company called W. R. Grace and 
other companies in the United States, Verberie and Baptist12 produced some 
PHB with their business objectives. They obtained the patent to increase 
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the production and isolation of PHB. They had a low efficiency of fermen-
tation and extraction method using a solvent for PHB from the cells, thus 
were expensive. In addition, in the polymer produced, a bacterial infection 
was found in the separation which made the melting process difficult. The 
company faced the above-mentioned problems and abandoned the project as 
the industrial production of this polymer was delayed for a decade. It should 
be noted that this project is a prelude to further research on biodegradable 
plastic PHB and compatible with vital systems.

Imperial Chemical Industries (ICI) was a British chemical company and 
was, for much of its history, the largest manufacturer in Britain. In 1968, 
ICI in England began to spread technology of single cell protein (SCP). The 
SCP food products as protein were produced successfully. The price was 
much higher than the initial substrate for bacterial fermentation of proteins 
that can be presented in the business. Thus, the project was abandoned and 
further study of PHB was necessary. The technical information about large-
scale fermentation and skills in the field of polymer increased significantly. 
In this opportunity, ICI equipment business provides a way to produce the 
PHB. ICI found bacteria that were able to accumulate PHB were stunned by 
more than 70% by weight For pure PHB, it is a special advantage compared 
to polypropylene (PP). But PHB copolymers had more interesting properties 
and therefore were more suitable for industrial applications.41

So Holmes et al. in 1981 presented controlled fermentation process in 
which bacteria produce copolymers P (3HA) of different carbon sources. The 
copolymer under the name “Biopol” of Alcaligenes eutrophus was grown for 
propionic acid and glucose production. Changes in glucose caused a change 
in the composition of propionic acid and copolymer, which contributes to 
the mechanical properties of thermoplastic with different melting points.41

Finally, in 1990, Wella Company in Germany produced the first commer-
cial biodegradable product Biopol as packing shampoo bottles.41

Another study in 1997 in bioplastic production of sludge from municipal 
wastewater treatment has been studied.72 The study was conducted in labo-
ratory scale (PHAs) of sludge from municipal wastewater treatment, recov-
ered in two stages. In the first stage for sludge, thermophilic anaerobic diges-
tion conditions and then (PHAs) of organic compounds in fluid supernatant 
were produced by microorganism A. eutrophus. In this study, sewage sludge 
(5.3%), dry solids (70–50%), volatile solids, temperature of 65–500°C, and 
anaerobically fermented fatty acids and other compounds were used. The 
reductions of volatile solids and dissolved organic compounds in tempera-
ture, pH, and retention times were also noted from the study. In this research, 
result is that at 65°C and 5/5 pH, more dissolved organic matter is formed. 
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In this study, PHAs are produced in about 34% cell mass compared with the 
VFAs are as pure as the carbon source used to show an increase.

In this process, about 78% of the organic carbon in the supernatant fluid 
is used. According to investigations made into four main acids present in the 
supernatant containing acetic acid, propionic acid, butyric acid, and valeric 
acid were 6/87%, 6/62%, 8/56%, and 32%, respectively. PHAs produced in 
this method (74% weight) of C4 monomers and 9°C lower melting point 
167°C of poly-3-hydroxybutyrate (P3HB) were reported. Bioplastics as a 
by-product of PHA produced in this work in the soil in 5 weeks to the amount 
(27–22%) in the sludge decomposes when the Shnavrgrdydh within 6 weeks 
in anaerobic conditions–aerobic decomposition rate was about 70%.

In 1997, PHA production of date syrup (Palm oil) have been studied by 
using the microorganism Rhodobacter sphaeroides (IFO 12203) on 15 g of 
organic acid which was about 2 g (i.e., more than 60% of the dry weight of 
the sludge PHA produced).46

Chuang and colleagues25 in 1997 described the effects of HRT as well 
as dissolved oxygen and nutrient-removal process of combined AS-biofilm 
studies and have concluded that the anaerobic–anoxic and aerobic phos-
phorus removal are in accordance with the PHA production. The researchers 
also experimented in 1998 to determine the removal of phosphorus and 
PHA production in a system (anaerobic–anoxic–aerobic) in pilot scale and 
achieved similar results. In 1998, Lamu and colleagues74 studied the effect 
of the carbon source in the production of PAHs by biological phosphorus 
removal with the main purpose of optimizing the removal of phosphorus 
and polymer production. In this study, acetate, propionate, and butyrate were 
used as the carbon source and as a result, the production of the polymer 
composition varied depending on the type of substrate used. For example, 
acetate copolymer has a tendency to produce a combination of hydroxy-
buryrate (HB) and hydroxyvalerate (HV) and usually HB is dominant. 
Propionate tends to produce more HV and value HB in it, and finally, when 
butyrate is used, the production of HB and HV is in a ratio of 5/1. In this 
study, the production efficiency of the carbon polymer used in cases where 
the carbon sources acetate, propionate, and butyrate were 97/0, 6.10, and 
21/0, respectively.

Production of biodegradable plastics from chemical wastes by Chu and 
Yu21 were also studied. In this study, Alcaligenes sp. is used as the micro-
organism capable of storing PHAs in cells. In this work, the production of 
polymers increased with the increase of C:N ratio. In this research, bioplastic 
production of excess sludge production has also reduced the need for consol-
idation. Polymer stored by microorganisms sp. beta-hydroxy-butyric acid 
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(poly-beta-hydroxy butyric acid) and beta-hydroxy-butyric acid copolymers 
(3-HB) and beta-hydroxy valeric acid (3-HV), respectively. Wastewater of 
xenobiotic-branched carboxylic acids and ketones was used in this study. 
Production of new PHAs from food industrial wastewater by Yu et al.24 has 
also been studied. In this study, wastewater from the brewing industry and 
processing factory and soybean were used, and it was observed that the acti-
vated sludge process also allows for the PHA productions are there in this 
study which also found that in the lesions of proper food (wastewater food 
technology) as the carbon source, it is possible to prepare polymer physical 
properties needed to be built up.

A study prepared in 1999 introduced the process of PHA production at 
wastewater treatment to reduce the amount of organic waste.71

Production of PHAs using activated sludge by Takabatk et al.124 in 2000 
was studied. In this study, control of polymer compounds and biomass 
enrichment of polymer are recommended. The result is that wastewater-
produced product quality can be controlled.

In 2001, the kinetics of taking a combination of VFAs by bacteria 
Ralstonia eutropha PHA production process has been studied.58 In this study, 
the rate of PHA production of acetate, propionate, and butyrate individually, 
or in combination, has been studied, and in the best conditions (a combina-
tion of acetic acid and butyric acid), PHA production rate is about 60 mg/g 
of biomass production hours. In this study, when combined acetic acid and 
propionic acid is used, the rate of PHA production reduced to 35 mg/g of 
biomass produced per hour.

The acetate concentration, pH, and the cell retention time of sludge in an 
activated sludge PHA production are examined by Adeline et al.1 in 2003. 
In this study, pH between 7 and 8 on the implementation of the most appro-
priate sludge for maximum polymer production rate was determined. In this 
experiment, the ability to reduce sludge in wastewater treatment plant is 
increasing SRT. According to the results of this study, the addition of acetate 
to sewage sludge into the implementation phase increased the production of 
the polymer by 10%.

3.1.1 POLYMER STORAGE OF MICROORGANISMS

According to the study,29 four groups of polymers, including lipids, carbo-
hydrates, polyphosphates, and nitrogen compounds (as stored nitrogen), can 
be stored in microorganisms.
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Some microorganisms are able to store more than one type of polymer 
that is within the cells. These type of microorganisms are capable of storing 
Gylkvzhn, PHA, and polyphosphate.

Dawes and Senior28 stated that environmental conditions and mecha-
nisms used on polymeric composition effect will be saved. In addition, the 
carbon source used in the polymer will be effectively stored in the cell. For 
example, when the source of carbon from glucose to acetate has changed, E. 
coli reduced carbohydrates and increased the amount of lipid stored.

According Sasykala and Ramana,106 the acetyl-CoA-metabolized carbon 
source and pyruvate intermediate product does not usually lead carbon into 
PHA production. But the carbon source by following the metabolism of 
other compounds will increase the amount of glycogen in cells. Dawes29 
stated that the important role is the polymer storage by microorganisms. The 
carbon and energy needs for bacteria and microorganisms that allows using 
it as a source of carbon and energy. The polymers have the ability to save 
microorganisms in the face of limited nutrients, such as protein and RNA, 
tend to use cell content of the above-mentioned.

3.1.1.1 LIPIDS (POLYHYDROXYLALKANOATES)

In this section, conjunction with the PHA production by microorganisms 
and the factors affecting the production and composition of the material are 
presented. Also, in relation to biological synthesis pathways (biosynthesis 
pathways) and physical properties, biodegradable plastics recycling and 
potential applications of PHAs will be discussed.

Researchers4,15,35,69,71,106,120 have done extensive research on PHA produc-
tion by microorganisms. These compounds, which can accumulate in the 
cells of microorganisms, are affordable by a wide variety of bacteria. Most 
important of them is R. eutropha, previously known as Alcaligenes eutropha. 
Due to the ability of the bacteria to store PHA, these microorganisms have 
been the subject of many published research. It should be noted that this type 
of bacteria is capable of storing up to about 80% dry weight PHA cell.71 Lists 
of a number of microorganisms capable of PHA accumulation within the cell 
are shown in Table 3.1.

According to the study of Lafferty et al.,69 PHB has similar properties like 
tensile strength and flexibility of polystyrene and polyethylene. Production 
of PHA polymers in both aerobic and anaerobic conditions is completely 
(100%) biodegradable,89 which is one of the advantages of this class of poly-
mers in comparison with biodegradable plastics that are produced artificially..
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TABLE 3.1 Microorganisms with Potential of Polyhydroxyalkanoates (PHA) Production.

Acinetobacter Gamphosphaeria Photobacterium
Actinomyceles Haemophilus Pseudomonas
Alcaligenes Halobacterium Rhizobium
Aphanothece Hyphomicrobium Rhodobacter
Aquaspirllum Lampocystis Rhodospirillum
Azospirilum Lampropedia Sphaerotilus
Azotobacter Leptothrix Spirulina
Bacillus Methylobacterium Spirulina
Beggiatoa Methylocystis Streptomyces
Beijerinckia Methylosinus Syntrophomonas
Caulobacter Micrococcus Thiobacillus
Chlorofrexeus Microcoleus Thiocapsa
Chlorogloea Micricystis Thiocystis
Chromatium Moraxella Thiodictyon
Chromobacterium Mycoplana Thiopedia
Clostridium Nitrobacter Thiosphaera
Derxia Nitrococcus Vibrio
Ectothrothodospira Nocardia Xanthobacter
Escherichia Oceanospirithum Zoogloea
Ferrobacillus Paracoccus

The overall structure of the PHA and formulation of PHAs is shown 
in Figure 3.1. As can be seen, in terms of the structural composition, PHA 
can be of many types. Some of the most important compounds are given in 
Table 3.2 as combination of PHAs. Although more than 80 different types 
of PHA in cells of microorganisms have been identified,71 usually PHA 
extracted from the cells of microorganisms, mainly PHB and poly-beta-
hydroxy valeric acid (PHV) were formed.

FIGURE 3.1 Formulation of polyhydroxyalkanoates (PHA).
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TABLE 3.2 Combination of Polyhydroxyalkanoates (PHA).

n R group Combination name No.
1 Methyl group 3-HB, 3-hydroxybutyrate 1
1 Ethyl group 3-HV, 3-hydroxyvalerate 2
1 n-Propyl group 3-EC, 3-hydroxycaproate 3
1 n-Butyl group 3-HH, 3-hydroxyheptanoate 4
1 n-Pentyl group 3-HO, 3-hydroxyoctanoate 5
1 n-Hexyl group 3-HN, 3-hydroxynonanoate 6
1 n-Heptyl group 3-HD, 3-hydroxydecanoate 7
1 n-Octyl group 3-HUD, 3-hydroxyudecanoate 8
1 n-Nonyl group 3-HDD, 3-hydroxydodecanoate 9
2 Methyl group 4-HV, 4-hydroxyvalerate 10
2 Ethyl group 4-HC, 4-hydroxycaproate 11

In today’s world, the homopolymer PHB and copolymer are the two types 
of PHAs 3HB–3HV produced for industrial applications. In Figures 3.2 and 
3.3, respectively, 3HB–3HV and 3HB–4HB copolymer structure are shown. 
Lafferty et al.69 cited in a study of asymmetric growth conditions such as 
limits on nutrients (nitrogen, sulfate compounds, and phosphorus), low 
levels of oxygen, and high ratio of carbon to nitrogen in the substrate as 
factors enhancing the productivity of the polymer.

FIGURE 3.2 Formulation of copolymer called PHBV (poly (3-hydroxybutyrate-co- 
3-hydroxyvalerate).

In another studies by Sasykala and Ramana,106 in addition to the limita-
tions caused by nitrogen, phosphorus, sulfate, and oxygen limitation in iron, 
magnesium, manganese, potassium, and sodium explained the influence of 
these elements on PHA production process

In the binary study,35 if the development is uneven because of the concen-
tration of NADH, acetyl-CoA can obtain more energy for cells in acid cycle 
(TCA) according to Dawes.30 The high concentration of NADH inhibits the 
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synthesis of an enzyme citrate (one of the key enzymes cycle TCA) and 
the amount of acetyl-CoA is subsequently increased. The acetyl-CoA as a 
substrate for PHA production in three consecutive enzymatic reactions used 
is shown in Figure 3.4.

FIGURE 3.3 Synthesis map of polyhydroxyalkanoates (PHA).

FIGURE 3.4 PHB biosynthesis using microorganisms.
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The high concentration of intracellular CoA enzyme prevents the 3-keto-
thiolase. One of the three PHA biosynthetic enzymes are effective against 
the intrusion if there is no-entry barrier acetyl-CoA in the TCA cycle. It is 
possible that the CoA free as acetyl moiety of the synthesis of citrate release. 
For example, the acetyl-CoA is used, as long as the concentration of intracel-
lular CoA is increased as a result of PHA production stops.

PHA during the period of food restriction can act as a source of energy or 
carbon to microorganisms.

According to Lee,71 four different biological synthesis routes for the 
production and storage of PHAs, which are outlined below, have been 
determined.

3.1.2 PATHWAYS FOR BIOSYNTHESIS OF PHA

As mentioned earlier, four biological synthesis routes for the production of 
PHA are defined in this section with a brief description of each of them.

First, the biosynthesis of PHA using R. eutropha: Most microorganisms 
are capable of producing PHA using the route of which production by R. 
eutropha, Zoogloen ramigera, and Azotobacter beijerinckii are noted.35 In 
this way, the substrate is converted to acetyl-CoA. Then, 2 mol of acetyl-
CoA is used and converted to 1 mol of the PHB. In this way, acetyl-CoA 
to PHB production to three successive enzymatic reactions is considered. 
Figure 3.4 shows PHB biosynthesis using microorganisms.4,35

In this process, propionic acid alone is used as a substrate copolymer 
PHB–PHV. Acetyl-CoA is formed by eliminating the carbonyl carbon of 
propionyl-CoA, and then, 2 mol of acetyl-CoA produce one unit of the 
used HB HV copolymer, while a single reaction and propionyl-CoA and 
acetyl-CoA is also formed. Figure 3.5 shows the biosynthesis of copolymer 
3HB–3HV using R. eutropha.35

FIGURE 3.5 Batch-flow diagram of activated sludge system.
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According to studies35 concurrently with PHA synthesis by R. eutropha, 
if possible limitation of nitrogen loss (degradation) by PHA, there is the 
phenomenon of the natural cycle of metabolism called PHA.

For example, about 56% PHA biosynthesis occurs when exposed to 
butyric acid as the substrate and placed under nitrogen limitation. PHA 
synthesis within cells is significantly modified so that after about 48 h of 
PHV production, it resulted in a decrease from 56% to 19%. These findings 
of synthesis and metabolism, concomitant use of PHA suggest that PHA is 
the natural cycle of the states. In Figure 3.6, natural cycle of PHA metabo-
lism is shown.

FIGURE 3.6 Flow diagram of SBR Batch for production of PHB.

Second, biosynthesis of PHA using Rhodospivillum rubrum: In the same 
way using R. eutropha, PHA biosynthesis occurs with the only difference as 
involvement of two enoyl catalyzing-CoA in the second stage in the conver-
sion of l-3-hydroxybutyryl-CoA to d-3-hydroxybutyryl-CoA in the vicinity 
of crotonyl-CoA.4,35,71 The simple diagram of the biological pathway can be 
considered in the following:

Acetate acetyl CoA—acetoacetyl CoA—l-3-hydroxybutyryl-CoA—
crotonyl CoA—d-3-hydroxybutyryl-CoA—PHB



Computational Model for Byproduct of Wastewater Treatment 43

Third, biosynthesis of PHA by Pseudomonas oleovorans: The biosyn-
thesis of P. oleovorans and more Pseudomonas first group of similar rRNA 
(rRNA homology group I) is true.71 These organisms PHA with average 
(C6–C9) from the average molecular chain alkanes (medium-chain length 
alkanes) and alcohol produce. According to studies,35 short-chain length 
PHA production like copolymer and homopolymer PHB PHB–PHV can 
also be the result of the action of this group of microorganisms. But in this 
case, the production rate decreased by less than 5.1%.

Fourth, biosynthesis of PHA using Pseudomonas aeruginosa: More 
Pseudomonas of (rRNA homology Group I) except Pseudomonas oleoro-
rans using this method may produce medium-chain PHA. Austin Bocelli120 
concluded that medium-chain PHA synthesis by this route is unrelated to 
acetate derived.

3.1.3 FACTORS AFFECTING PHB PRODUCTION AND 
COMPOSITION

As previously mentioned, the percentage of PHB and PHV type of substrate 
used in the polymer will be effective. According to the studies,35 when the 
polymeric composition is produced by R. eutropha, with carbon pair homo-
polymer PHB used as a substrate. If the number is odd, “Keep Healthy 
Carbs” acid copolymer chains PHB–PHV will be produced.

In this case, fructose or glucose as a substrate is used to produce the PHB 
homopolymer.

According to studies, substrate concentration used in the production of 
polymers has been reported. For example, when the propionate as substrate 
for PHA production from R. eutropha is used, propionate concentration of 
14–2 g/l decreased from 56% to 12%.

As mentioned by Binary and colleagues,34 copolymer composition is 
produced using a combination of acetate and propionate H16 R. eutropha 
when sodium was used as a substrate. In this study, the higher concentration 
of sodium propionate percent of PHV in the copolymer is increased. Also 
when Azprvpyvnat sodium alone was used as a substrate, 3HB–3HV copo-
lymer was produced.

In this study, mole percent of PHV in the copolymer-produced compounds 
used depends on the substrate in such a way that when the pentanoic acid 
and butyric acid was used, the carbon source of PHV increased to more than 
95%. The copolymer composition, physical properties, and thermal behavior 
of the producer can be controlled by changing the substrate used.36 Further 
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experiments using different carbon sources for PHA production using R. 
eurtropha were done. In these experiments, use of different combinations of 
different carbon sources to produce PHA is presented in Table 3.3.

TABLE 3.3 Kinds of Polyhydroxyalkanoates (PHA) Used by the Excess Supply of Carbon 
Sources.

PHA produced Carbon sources No.
3HB–3HP Hydroxy propionic acid 1
3HB–3HP 1,5-Pentanediol 2
3HB–3HP 1,7-Heptanediol 3
3HB–3HP 1,9-Nonandiol 4
3HB–4Hb 4-Hydroxybutyric acid 5
3HB–4HB δ-Butyrolactone 6
3HB–4HB 1,4-Butanediol 7
3HB–4HB 1,6-Hexanediol 8
3HB–4HB 1,8-Octanediol 9
3HB–4HB 1,10-Decanediol 10
3HB–4HB 1,12-Dodecanediol 11
3HB–3HV Propionic acid 12
3HB–3HV Propionate 13

In this study, the biodegradation of a thin film of PHA production (weight 
of 4–8 mg and 10 × 10 dimensions of 0.3–0.6 mm thick) was investigated. 
According to speed tests, 3HB–4HB copolymer was higher than the other 
samples tested have been reported. In this experiment, reducing the rate 
of decomposition of 3HV copolymers is mentioned. Shymyz et al.115 PHA 
production from H16 R. eutropha using valeric and butyric acid was also 
studied, and optimum conditions for PHB production by these bacteria by 
butyric acid at a concentration of 3 g/l and a pH of 8 was also reported. 
This study also provided information about the association of PHV–PHA. In 
these conditions, the PHB stored inside microbes to 75% have been reported. 
In this experiment, the concentration of butyric acid also decreased produc-
tion of PHB (0.3 concentrations used in this study, 3.0 and 10 g/l to produce 
butyric acid, respectively, 44%, 55%, and 63% were PHA). Following the 
test at a concentration of 3 g/l of butyric acid at pH 5.7 and 9.6 was repeated, 
in which case, the amount of PHA production, respectively, of 58% and 
53% have been reported. The test also increases the pH above 4.8, PHB 
production was stopped. When the propionic and butyric acid was used as 



Computational Model for Byproduct of Wastewater Treatment 45

a source of carbon, 3HB–3HV copolymer was obtained, but the amount of 
polymer in comparison with 3HB using butyric acid alone showed decrease 
in production.

In another study,119 PHB–PHV copolymer produced using R. eutropha 
strain R3 is studied under conditions of nitrogen limitation. In this study, using 
fructose, gluconate, acetate, succinate, and lactate in a proportion of 47%, 
7/35%, 5/29%, and 2/43%, respectively, polymers (PHA) were produced. In 
this experiment, the PHV in the copolymer produced in the range of 7–4% 
have been reported. Also, when the experiment was restricted in magnesium, 
and sulfur and fructose was used as a carbon supply, production of PHA were 
45% and 47% and PHV in the copolymer were 7% and 6%, respectively. To 
benefit from a cheaper carbon source, Burke et al.10 studied the PHA produc-
tion by microorganisms appointed by the 118-methyletrophic on methanol. 
In this study, using a mixture of methanol and Valerie, and using microor-
ganisms Methylobacterium extorquens, significant amounts of PHA were 
produced. In this study, the rate of PHA production in the range of 60–70%, 
and about 20%, has reported the presence of PHV in the copolymer.

In another research by Burke et al.,11 PHA production with the help of 
M. extorquens ATCC 55366 and methanol as carbon and energy source in a 
fermentation system were examined. In this system, the level of PHB produc-
tion in the range of 40–46% by weight of dry sludge has been reported. The 
production of biomass and growth rate of microorganisms is affected by 
mineral compounds in the system, thus, no ammonium sulfate or manganese 
sulfate and the absence of a combination of calcium chloride, sulfate bivalent 
iron, magnesium, and zinc biological mass production were reduced. In this 
study, high concentrations of ammonium sulfate were introduced as toxicity 
to the system, while the concentration of MgSO4, FeSO4, and mixture of 
micronutrients (trace element) increased the rate of microbial growth. In 
other words, the maximum cell density of M. extorquens was noted, when an 
appropriate proportion of inorganic compounds has been used.

In a study, Suzuki et al.122 obtained the highest PHB production of 66% 
dry cell weight using SP.K Pseudomonas in methanol, used as the only source 
of carbon. In this study, to achieve high concentrations of PHB, substrate 
was tested with different combinations. (It should be noted that in this study, 
low concentrations of phosphate and ammonium were used.) In this study, 
nitrogen PHB was reported as the most important factor for accelerating 
storage failure. The limitations of the concentration of dissolved oxygen 
reduces the growth rate of the microbial mass and thus the PHB production 
was decreased, which is inconsistent with results reported by others.



46 Applied Chemistry and Chemical Engineering: Volume 1

In another study69 on R. eutropha and A. beijerinckii, the PHB production 
under limited oxygen is limited in the amount of oxygen accelerates PHB 
production.

In the study mentioned above, PHB with 176°C melting point and molec-
ular weight of Pseudomonas 105.3 was reached.

Daniel et al.27 observed that in a medium, feed (methanol) was added 
to using Pseudomonas 135 and experienced the limitation of 55% ammo-
nium polymer (PHB). Then, the microbes in environment limited the level 
of PHB production to 5/42% and 5/34% for Mg2+ and PO4

3−, respectively. 
The PHB produced by this group of microorganisms has a melting point of 
about 173°C. Average molecular weight of the polymer produced for each 
of the states limit for NH4+, Mg2+, and PO4

3− of 1057, 1055/2, and 1051, 
respectively, was reported..

Bayrvm18, of the Institute of ICI with his experiences in relation to the 
industrial production of PHA, has stated that

• Ralstonia produced high molecular weight PHA and showed that 
PHA production can easily do it, In PHA production by Azotobacter 
studied methylotrophs production efficiency and low molecular 
weight polymer which has been produced and difficulty to isolate 
the polymer. Azotobacter is also not particularly interesting due to 
the fact that when it was used carbon source, the organism produced 
polysaccharides instead of PHA production.

• R. eutropha able to produce 70–80% polymer in phosphate ions is 
limited. In this case, the mixture of glucose and propionate was used 
as the carbon source of microorganisms capable of producing the 
copolymer. In another study,11 the main problem in the use of different 
types of inefficient consumption of R. eutropha propionate has been 
reported. For example, only about one-third of the material in the 
production of HV copolymer decreased. In another research mutant 
strain, Bs-1 has been reported in more propionate consumption and, 
in this case, it was reported that more than 80% of propionate produc-
tion reached in the HV copolymer.

Based on the studies, Alcaligenes latus is able under normal growth 
conditions with a cell storage capacity of 80% PHA. The one-step process 
of PHA production can be used by the organism. The binary study35 fed the 
two-step process with full.

The technique is used to produce the maximum PHB and high concentra-
tions of cells. This method is also called the first stage of the development 



Computational Model for Byproduct of Wastewater Treatment 47

phase by using the right combination of substrate, producing the maximum 
amount of biological mass (biomass). The restrictions in a storage nutrient 
PHA production are in the second phase, and thus the phase of the polymer 
is accelerated.

In 1996, Yemen et al.129 studied A. latus PHA production by using sucrose 
as a carbon source. In this case, a high concentration of cells, 142 g/l in a 
short time (18 h) of PHB concentration of 50%, was registered at the time. 
Therefore, they concluded that innoculum size reduced planting time. They 
also need time to process PHB production using glucose as the carbon source, 
using the same conditions as the test performed by R. eutropha. In this experi-
ment, the time required to achieve a cell concentration of 122 g/l is about 30 
h, and during this period, the concentration of PHB in the cell increased to 
about 65%. Average molecular weight of PHB produced in this study is 1056.

Copolymer produced by various bacteria of the third group of 13-family 
rRNA (rRNA superfamily III) was examined by Renner et al.100 in 1996. 
They concluded that different bacteria produce PHAs with the same condi-
tions will be different proportions of PHB–PHV. Copolymer with groups 
Norcadia, Rhodococcus, and Corynebacterium were studied by Anderson 
and colleagues5 in 1990; they showed that polymer in the same condition in 
storage and its compounds.

So, in summary, we can say that the level and composition of PHAs 
is mainly influenced by the type of microorganisms, the carbon source 
(substrate) used, the concentration of the substrate, and environmental 
growth conditions. PHA production by microorganisms under different 
growth conditions is provided in Table 3.4.

TABLE 3.4 PHB Material Properties Comparison with Polypropylene (PP) Material Properties.

Properties PHB PP
Crystalline melting point (°C) 175 176
Crystallinity (%) 80 70
Molecular weight (Da) 5 × 10 2 × 10
Glass transiting temperature (°C) −4 −10
Density (g/cm3) 1.250 0.905
Flexural modulus (GPa) 4.0 1.7
Tensile strength (MPa) 40 38
Extension to break (%) 6 400
Ultraviolet resistance Good Poor
Solvent resistance Poor Good
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3.1.4 PHYSICAL PROPERTIES OF POLYHYDROXYLALKANOATES

As previously mentioned, various types of microorganisms, polymers, 
mainly as a bridge of PHAs are known as carbon and energy reserves in the 
produced cells. The reason for this name is b situations are different in alkyl 
groups. PHB is also one of the polymers of this group which have similar 
properties of PP. Table 3.5 was tabulated to compare between properties of 
these polymers. Three features of the original PHB, thermoplastic perfor-
mance, resistance to water, and potential degradability 100% (100% biode-
gradability), have led this compound to be considered as more environment 
friendly now.

TABLE 3.5 Feed Composition to SBR Batch (Aerobic–Anaerobic) Reactor for Production 
of PHB.

No. Feed composition Value (ppm)
1 (NH4)2SO 72
2 KCl 70
3 K2HPO4 60
4 CaCl2 17
5 MgSO4 89
6 Pepton 100
7 Sodium propionate 130
8 Yeast extract 33
9 Acetic acid 117

In 1994, Bouma et al.9 showed that PHB as an aliphatic homopolymer 
with a melting point 179°C and with high transparency (80%) and at a 
temperature above the melting point of the analyzes, are cited.

According to study31, in the case of 190°C PHB for 1 h at room tempera-
ture, molecular weight is reduced to approximately half of the initial value.

PHA can sometimes vary depending on their composition and physical 
properties. PHB physical properties, such as tensile capacity expansion 
crystallized and capabilities on the molecular weight, which is influenced 
by the power of microorganisms used, growth conditions, and the purity of 
the sample are obtained. In 1990, Bayrvm17 has two main advantages over 
homopolymer PHB PHB–PHV copolymer which are summarized as follows:

First, the copolymer has a lower melting point. The HV copolymer molec-
ular weight loss, and particularly temperature does not happen. This impor-
tant feature allows a larger range of temperatures of copolymer prepared.
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Second, the PHB–PHV copolymer grade increases the flexibility and 
durability and less crystallized of copolymer. (However, one disadvantage 
of low-power process is that it is crystallized for a longer time.) In 1994, 
Bouma et al.9 suggested that it can be used in combination with the right 
combination to obtain the PHV. Based on this research, composite materials 
top PHV is solid and enduring. Compounds that have lower rates are PHV 
hard and brittle. (The product of the company ICI under the name Biopol, 
PHB–PHV PHV, in the copolymer is in the range of 0% to 30%.)

In studies conducted by Lee in 1996,71 PHA molecular weight in the 
range of 1052 –1063 was reported. The study also pointed out that higher 
molecular weight of PHB is more suitable for industrial applications.

In 1995, Burke and colleagues11 found that the molecular weight of the 
polymer to produce the PHB can be reduced. In addition, biomass extraction 
process may also reduce the molecular weight of PHB.67

Research also shows that when the concentration of butyric acid increases, 
the molecular weight of PHB decreases.115 The pH effect of PHB molecular 
weight is nonsignificant alterations. In this study, the highest molecular 
weight of 1063/3 of PHB in concentration 13 g l of butyric acid is obtained, 
while the molecular weight 1062 optimum condition for PHA 13 (g l butyric 
acid concentration at pH = 8) is achieved. Molecular weights in the range of 
1066/1–1063/3 have been reported.

3.1.5 APPLICATIONS OF PHAs

Research conducted on PHAs, nature biodegradable, compatibility with crit-
ical systems, the nature and properties of thermoplastic polyester polymer 
is shown. In addition, the PHAs produced from renewable sources explains 
that these factors justify the application of polyhydroxylalkanoates.12

The polymer properties for chemical synthesis of optically active 
substances only in the form of a special space with biological activity (such 
as some medications) have been used. In chromatography, separation of 
optical isomers can be used in the polymer. In general, applications of PHAs 
in three main areas—agriculture, medicine and pharmacy, and packaging 
products—are concentrated.

PHAs use in agriculture: In agriculture, to protect plants from soil pests, 
PHB is an appropriate insecticide that is used. In this case, along with 
Bazrafshani in autumn Granvlhayy of PHB-containing insect planted, PHB 
degradation is due to bacterial activity and thereby results in slow release of 
insecticide seed in the soil pest-free environment sprout. The onset of winter 
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is reduced and bacterial activity decreases for PHB degradation. Therefore, 
less insecticide is released. It is ideal for low pest activity at the same time. 
In contrast, in the spring, pest activity is higher; thus, more free insecticide 
is released and therefore PHB-containing insects planted protect plants from 
pests.111 PHAs use in medicine and pharmacy: Biodegradability properties 
of PHAs and their compatibility with biological systems made from this 
polymer controlled release of drugs in the pharmaceutical and veterinary 
use.35 The biodegradable polymers are also used as carriers for long-term 
doses of drugs within the body, surgical pins, sutures, wound-cleansing 
cotton, wound covers, pages, and bone substitute, replacing blood vessels 
and dynamic growth, and bone healing.

Bone and PHB has similar properties. Electrical stimulation resulted 
in strengthening of bone. The fractures occur while using PHB page can 
also stimulate bone growth. On the other hand, since PHB is biodegradable, 
slowly absorbed, repeated surgery to remove the grafts are not necessary.12

PHAs use in packaging and production: One of the simplest applications 
(HB–CO–HV) P used in packaging, prepared food containers, beverage 
bottles, plastic film, and bags of all kinds. By using this polymer in these 
cases, the accumulation of waste in the environment is prevented.12,41 
Table 3.6 shows a number of important applications of PHAs.

TABLE 3.6 Dissolved Salts in Water.

Sea water Brackish water Water Water temp. 
(˚C)Dissolved salts in water (mg/l)

20,000 15,000 10,000 5000 0
11.32 12.14 12.97 13.74 14.62 0
10.01 10.7 11.39 12.09 12.8 5
8.98 9.55 10.13 10.73 11.33 10
8.14 8.63 9.14 9.65 10.15 15
7.42 7.86 8.3 8.73 9.17 20
6.74 7.15 7.56 7.96 8.38 25
6.13 6.49 6.86 7.25 7.63 30

3.2 MATERIALS AND METHODS

This work includes study on behavior of the wastewater fluids flow state 
and its effect on pure oxygen penetration in wastewater flow. One of the 
important factor in wastewater flow are polyhydroxyalkanoates or PHAs. 
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PHAs are linear polyesters produced in nature by bacterial fermentation of 
sugar or lipids. The polyester is extracted and purified from the bacteria 
by optimizing the conditions of microbial fermentation of sugar or glucose. 
The simplest and most commonly occurring form of PHA is the fermenta-
tive production of PHB (P3HB), which consists of 1000–30,000 hydroxy 
fatty acid monomers. The biosynthesis of PHA is usually caused by certain 
deficiency conditions (e.g., lack of macro-elements such as phosphorus, 
nitrogen, trace elements, or lack of oxygen) and the excess supply of carbon 
sources. The main approach in this research was to decrease BOD5 amount 
equal to 80–90% due to the lack of oxygen and industrial production of 
PHA. In this study, to perform the required tests, three different reactors are 
used. In the first reactor, anaerobic and aerobic activated sludge system is 
an act of sludge for use in the later stages of implementation. The action of 
microorganisms in the second reactor to produce polymers in a SBR system 
is considered. In the third reactor, polymer enrichment of microorganisms 
from a noncontinuous system (BATCH) is done. After commissioning of 
these systems, their adaptation to the conditions of the effect of various 
parameters on the amount and type of polymer produced in each reactor 
need to be discussed.

Here, in connection with the characteristics of the system used, and how 
to set up and implementation of microbes, the material is given.

3.2.1 SYSTEMS USED

As previously noted in this study, three different systems will be used for 
testing. The first system to go online (continues) acts only to provide sludge 
used in other reactors after the commissioning of the system and ensured 
that the proper functioning of SBR and polymerization reactor was practi-
cally unusable, given the importance of this sector in relation to each of 
these systems and how they are described.

3.2.1.1 ANAEROBIC AND AEROBIC ACTIVATED SLUDGE 
REACTOR TO SUPPLY THE REQUIRED RAW SLUDGE

In this study, an activated sludge system (anaerobic and aerobic), which 
continuously acts as a source of primary sludge, needs to be used. Schematic 
view of the system includes an anaerobic tank, an aerobic reactor, and a 
sedimentation tank as shown in Figure 3.7.
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FIGURE 3.7 The reactor for production of polymer.

In this system, wastewater inputs are injected artificially in the laboratory 
and are prepared for the continuous and uniform rate of 1 l/h of anaerobic 
tank. A liter of effluent entering the system includes compounds in Table 3.7.

TABLE 3.7 Wastewater Treatment Method Comparison.

Method Pollut. Sludge Solid 
weight

Return 
sludge

Air vol. 
(m³)

Effic. 
(%)

Extended aeration 0.1–0.4 0.5–0.15 3–6 50–150 90–125 75–95
Conven 0.3–0.6 0.2–0.4 1.5–3 15–50 45–90 85–95
Taper. aeration 0.3–0.6 0.2–0.4 1.5–3 15–50 45–90 85–95
Step aeration 0.6–1 0.2–0.4 2–3.5 20–75 45–90 85–95
Contact Stab. AS 0–0.2 0.2–0.4 2–5 25–100 45–90 80–90
Two stage 1.6–6 0.4–1.5 3–6 100–500 25–90 75–90
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In this system, the tank overflows into the anaerobic–aerobic reactor, 
and after taking soluble organic material by microorganisms, the separate 
suspended solids settles in the treated wastewater.. Finally, the percentage of 
treated wastewater and sludge discharge (80%) is returned to the anaerobic 
tank.

3.2.1.2 SBR SYSTEM FOR MICROORGANISMS TO PRODUCE 
POLYMER

In this study, microorganisms produce a system polymer SBR (anaerobic and 
aerobic). The reactor continuously will be considered and used in different 
cycles. The reactor is a schematic view as presented in Figure 3.8 showing 
that all steps are controlled by an electric system precisely. The reactor inten-
sity aerobic and anaerobic oxidation reactions and reduction process using 
a controller will be ORP measurement and control. SBR system used in this 
study is shown in Figure 3.9.

FIGURE 3.8 Amount of the biochemical oxygen demand in 5 days (BOD5) in water 
treatment process.
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FIGURE 3.9 Oxygen required for pollution decreasing due to detention time.

3.2.1.3 POLYMER REACTOR

To enrich microorganisms, polymer system of a batch with a volume of 5.1 
ml is used. The system is completely aerobic and SBR system will be used at 
the same temperature. In this system, the schematic view in Figure 3.5 shows 
the amount of excess sludge in SBR system with a certain amount of carbon 
source containing VFAs and then mixed for 24 h in an aerobic process. The 
process samples were taken from the system parameters including: MLSS, 
MLVSS, COD, 3HB, and 3HV as measured. At all stages of the reactor, feed 
will be added automatically, using an electronic control system, to control 
the pH of a device with an accuracy of 1.0 pH unit controller that is in the 
path (online) installed on the system used. A view of the reactor used in 
Figure 3.6 is shown.
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According to surveys conducted, in all parts of the world today, espe-
cially in countries with hydrocarbon reserves rich in oil and gas, chemical 
production cost of polymers compared with biodegradable polymers is much 
lower and therefore a world of biodegradable polymers to replace conven-
tional polymers like PP is observed. Extensive research is ongoing to reduce 
production costs and improve the quality of this type of polymer production, 
especially in developing countries.

In other words, PHA production processes sludge from sewage treatment 
plants to mix the sludge harmlessly to the environment (stabilized sludge) 
is the amount of polymer produced that has also a variety of applications.

At first glance, the municipal sewage sludge disposal cost of conven-
tional methods such as incineration, landfill, and composting looks like less 
expensive than polymer production process. Taking into account operating 
costs, such as stabilization and sludge dewatering as well weather condi-
tions in the northern cities of Rasht and Anzali, especially with the relatively 
high annual rainfall, as well as the cost of land, public opinion, the sludge 
polymer production (PHA) from municipal sewage treatment plants can be 
justified..

Due to lack of proper incinerator at the provincial level as well as the 
considerable cost of these units, burning the sludge in the region is not 
possible.

Carry that with regard to the means of communication (mountain region) 
and also public opinion in practice, this is avoided.

It also will be difficult.
So taking into consideration, all aspects of polymer-manufacturing 

process of sludge treatment to seek to reduce the volume of sludge can be 
considered as the best in the field.

PHAs are linear polyesters produced in nature by bacterial fermenta-
tion of sugar or lipids. They are produced by the bacteria to store carbon 
and energy. More than 150 different monomers can be combined within this 
family to give materials with extremely different properties.1 These plastics 
are biodegradable and are used in the production of bioplastics. They can be 
either thermoplastic or elastomeric materials, with melting points ranging 
from 40 to 180°C. The mechanical and biocompatibility of PHA can also be 
changed by blending, modifying the surface, or combining PHA with other 
polymers, enzymes, and inorganic materials, making it possible for a wider 
range of applications.2

Irreversibility of wastewater fluid dynamics phenomenon is an impor-
tant feature for PHA produced by microorganisms. In this research, miscible 
wastewater interpenetration happened when they move themselves in the 
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separated pipes toward the common joint and pipe in aeration tank. Fluid 
condition, e.g., velocity, pressure, temperature, and the other properties in 
the pipes were homogeneous. In this work, pure oxygen was introduced in 
wastewater in a 40-l pure O2 container. By submerged porous diffusers and 
air nozzles, pure O2 was entered to aeration tank by transient flow. Micro-
organisms received by pure O2 grow quickly as illustrated in Figure 3.7. 
This chapter presents the computational performance of numerical methods 
for modeling of pure oxygen diffusion in wastewater transient flow. This 
model was defined by method of the Eulerian based expressed in a method 
of characteristics (MOC) based on finite difference form. Pure oxygen has 
been diffused in the activated sludge-wastewater treatment process (pipeline 
and aeration tank). This method needs to low detention time and low struc-
tural space for wastewater treatment plant.1 In model studies and analysis of 
prototype problems, similarity law for flow in pumping is generally valid 
for one-phase flow. Present guidelines and standards for equivalent model 
and prototype analysis accept that similarity of flow in model and proto-
type turbomachines (pump stations) exist before the critical cavitation coef-
ficients are reached.

This work presents the application of computational performance of 
a numerical method by a dynamic model. The model has been presented 
by the Eulerian method expressed in a MOC. It has been defined by finite 
difference form for heterogeneous model with varying state in the system. 
The present work offered MOC as a computational approach from theory 
to practice in numerical analysis modeling. Therefore, it is computationally 
efficient for transient flow of irreversibility prediction in a practical case. 
The difference or improvement of the methods and analysis study is based 
upon the physical conservation laws of mass, momentum, and energy. The 
mathematical statements of these laws may be written in either integral or 
differential form. The integral form is useful for large-scale analyses and 
provides answers that are sometimes very good and sometimes not, but that 
are always useful, particularly for engineering applications. The differen-
tial form of the equations is used for small-scale analyses. In principle, the 
differential forms may be used for any problem, but exact solutions can be 
found only for a small number of specialized flows. Solutions for most prob-
lems must be obtained by using numerical techniques, and these are limited 
by the computer’s inability to model small-scale processes. Water hammer 
(hydrodynamics instability) is caused by a pressure wave or shock wave that 
travels faster than the sound through the pipes. It is resulted by a sudden stop 
in the velocity of the water, or a change in the direction. It is also described 
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as a rumbling, shaking vibration in the pipes. Various methods have been 
developed to solve transient flow in pipes. These ranges of methods are 
included by approximate equations to numerical solutions of the nonlinear 
Navier–Stokes equations. In this work, a case study with experimental and 
computational approach on hydrodynamics instability for a wastewater pipe-
line has been presented. Present work used the MOC to solve virtually any 
hydraulic transient problems of wastewater flow in conventional activated 
sludge system. Dateline for field tests and lab: Model data collection was 
at 10:00 am, 10/02/08–09/02/09. The MOC is based on a finite difference 
technique, where pressures are computed along the pipe for each time step. 
Two cases are considered for modeling:

First, the combined elasticity of both the wastewater and the pipe walls 
is characterized by the pressure wave speed (arithmetic method combination 
of Joukowski (3.1) formula and Allievi (3.2) formula)3:
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Hence, water hammer pressure or surge pressure (ΔH) is a function of inde-
pendent variables (X), such as

 ρ∆ ≈ , , , 1, , , .H K d C fe V g  (3.4)

Second, the MOC based on a finite difference technique where pressures 
((3.5) and (3.6)) are computed along the pipe for each time step,
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Transient analysis results that are not comparable with actual system 
measurements are generally caused by inappropriate system data (especially 
boundary conditions) and inappropriate assumptions.4

Behavior of the wastewater fluids flow state as a combination of the 
diffusing process and remixing process have been studied. In this process, 
high-speed treatment has been achieved. Also, CO2 is released and O2 is 
utilized by microorganisms as result of their activity. In this work, the 
formulation of process in wastewater transmission line and aeration tank are 
as following5:

 
LO
BV

,V =  (3.7)

 BV MLSS MLVSS,= ×  (3.8)

 V
Q

Rt = , (3.9)

In the case of low F/M, microorganisms feed by organic material in waste-
water or feed by other microorganisms.

To save balancing condition, we need to high return sludge and high 
MLSS.

On the base of European standard, for days without rain,4 the ratio of RS 
per max influent become 100% (3.10) and can be achieved from the flowing 
relations:

 ( )
RS MLSS

SMLSS MLSSmax
100,

Q −
 = ×  

 (3.10)

There was a problem in the treatment process, when sludge volume index 
(SVI) became more than 200. In this condition, sedimentation was failed. By 
decreasing SVI, aeration time was decreased.

3.2.1.3.1 Sludge Volume Index—SVI

The amount of surplus sludge (3.11) that must be removed from the settling 
tank was related to biochemical oxygen demand “BOD5” of influent entrance 
to aeration tank and settling tank output.
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Sludge age
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3.2.1.3.2 Oxygenation Calculation

A portion of absorbed pure oxygen spent informs the energy consumption 
and multiplying of bacteria.

The other part of O2 are spent for oxidation (3.12) of organic carbonate 
and organic nitrogenous material5

 ( ) ( )MLSS 3 4 ON .Q A B BV Y V= + + −  (3.12)

3.2.1.3.3 Process Design
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3.2.1.3.4 Design Criteria

In the air phase, it is suggested to incorporate the air-phase flow component 
to the mixed flow model.

Influent production per person = 200 l/day
Max influent factor = 1.71 (per 14 h)
BV = 0.5 (kg ⋅ BOD5/M3DAY)
BV / MLVSS = F / M = 0.15 & BODS 60g/p-day = 0.06kg/p-day,

Wastewater temperature = 20°C.

3.3 RESULTS AND DISCUSSION

In this work, pure oxygen was introduced in to the wastewater from a 40-l 
pure O2 container. By submerged porous diffusers and by air nozzles, pure 
O2 was entered to aeration tank. Then, microorganisms by receiving pure O2 
grew quickly.
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3.3.1 RESEARCH APPROACH

Pollution decreasing is illustrated in Figure 3.3 as 20 mg/l for BOD 5

• Influent pollution calculation:
• Fixed population = 700
• Office workers = 500
• Total population = 1200

( )( ) ( ) 3700 0.2 500 0.05 165m /day,dQm = + =

Max influent per hour is illustrated in Figure 3.10

165 3
14

12m /h 3.3l/s,dQm = = =

Total amount of influent pollution: 0.06 (1200) = 72kg / p-day
Average amount of influent pollution: 72/165 = 0.45kg/m3 = 450mg/1
Due to pollution-detention curves, decrease of influent pollution relation 

with detention time is detention time:

V
Q

Rt =  = Tank volume/influent flow rate

200
12

17 hRt + =

From pollution decreasing percent = 0.35

450 (1–0.35) = 293mg/1

Average amount of influent pollution (per 24 h) = 0.293 (165) = 48.5 kg 
BOD/day

3.3.2 OXYGEN REQUIRED CALCULATION

Figure 3.11:
Cs = 9.17 and A = 0.9 and Y = 0.925 & F = 0.85; MLSS = 3.3kg/m3 and 3.4  
(ON) = 0.23
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FIGURE 3.10 Present work comparison with other experts: (a) Kodura and Weinerowska 
research,8 (b) present research, and (c) (Mohamed and Ghidaoui).9
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FIGURE 3.11 Wastewater depth versus time for comparison of present work with other 
experts works.136,137
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3
21.2366kgO / dayO mC = , [200(1.2366)] / 24 10.3( 2 / )O kgO hCΣ = = ; deten-

tion time in aeration tank (h).

3.3.3 RESEARCH’S RESULTS

Aeration tank volume (real value) = 200 M3

Detention time (real value):

 200
12

17 hV
t Q

R == =
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Theoretical required volume (existence data)

72 3
BV 0.5

144MLOV = = =

Theoretical detention time: 144 12h
12

V
t Q

R = ==

3.3.4 AIR(PURE O2) ENTRANCE APPROACHES

Modeling of air or pure O2 injection in wastewater at present work influ-
enced on hydraulic similarity.

Two different types of air content models have been proposed in the 
literature in predicting the transient pressure behavior: the concentrated 
vaporous cavity model (Brown 1968 and Provoost 1976) and the discrete 
air release model.2 The concentrated vaporous cavity model produces 
satisfactory results in slow transients but produces unstable solutions for 
rapid transients, such as pump’s stoppage with reflux valve closure. The 
discrete air-release model produces satisfactory results in pump shut down 
cases but is susceptible to long-term numerical damping (Ewing 1980 and 
Jonsson 1985).

Typically, in the discrete air release model, the wave-speed distribution 
along a pipeline (with node points i = 0, 1,…N) was given by Lee.2 In this 
work, at first step, it was a simulated transient pressure in the system due to 
an emergency power failure without any protective equipment in service. 
After a careful examination of results, protective equipment was selected 
and simulated the system again using modeling to assess the effectiveness of 
the devices which selected to control transient pressures.

The formulated models can accurately describe complex flow features 
such as wastewater vacuum system-pressurized flow interfaces, interface 
reversals, and open-pressurized pipeline surges. Much of the complex 
dynamics in unsteady sewer flow is due to the suggestion to incorporate the 
air-phase flow component to the mixed flow model. Transient-state pressures 
were monitored by high-frequency response pressure detectors at two loca-
tions. By comparing the simulated results using the MOC and the proposed 
scheme, it can be seen that the pressure traces computed using the MOC are 
lower than the proposed scheme for all the simulations. This means that the 
MOC is more dissipative than the proposed scheme.6 They can be verified 
numerically or logically in Figure 3.10. However, the MOC agrees with the 
experiments slightly better than the proposed scheme, when the physical 
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dissipation is estimated using only a steady friction formulation (as used in 
present work). The important aim in this research was to decrease of BOD5 
to amount of 80–90%. Comparison between laboratory observations on fluid 
streamlines in pipes for three cases including: laminar flow-transient flow 
and turbulent flow showed the little error in the prediction of fluid flow soft-
ware analysis results.6,7

Between the zone of incipient cavitation and critical cavitation, similarity 
is considered to be satisfactory for the analyses of internal flow in pumping. 
However, for flow in the downstream of the pump station and pipe system, a 
small quantity of oxygen gas bubbles will change system wave speed char-
acteristics and the similarity for the model. The study of hydraulic transient 
and hydraulic vibration problems may be difficult to satisfy. When pump 
stations operate in the zone of cavitation, air bubbles or oxygen will flow 
through the pump resulting in two-phase flow in the downstream of the fluid 
system. Though de-aeration devices may be used to minimize the air content, 
some air will still remain in the fluid system. Since it is almost impossible to 
predict the quantity of air getting through the pump and remain downstream 
of the system, systematic analysis has to be carried out. It is assumed with 
various amount of oxygen content in the model analysis of the transient fluid 
flow problem. The first study on the effects of air content on wave speed in 
a transient fluid system was conducted by Whiteman and Pearsall (1959). 
Detail survey on effects of air on wave speed in fluid systems was given by 
Lee (1991).2 Oxygen diffusion in wastewater first was conducted by Union 
Carbide Corporation (1974). This work is the first research on the effects of 
oxygen diffusion in wastewater transient flow.

3.4 CONCLUSIONS

As it was mentioned in the introduction, a robust and efficient numerical 
model able to reproduce unsteady gravity flows, unsteady pressurized flows 
and the simultaneous occurrence of gravity and pressurized flows in sewers 
was developed by the authors. The MOC approach transforms the water 
hammer partial differential equations into the ordinary differential equa-
tions along the characteristic lines defined as the continuity equation and 
the momentum equation are needed to determine V and P in a one-dimen-
sional flow system. Solving these two equations produces a theoretical result 
that usually corresponds quite closely to actual system measurements if the 
data and assumptions used to build the numerical model are valid. The test 
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procedure was as follows: A steady state flow of an O2–wastewater mixture 
was established in the wastewater pipe by controlling the exit valves and the 
pressure of the injected O2 at the inlet. The flow velocity of the O2–waste-
water mixture was maintained at a high enough rate so that slug flow could 
be avoided by limiting the rate of O2 injection. Transient flow was created by 
a rapid control valve closure at the downstream end of the wastewater pipe. 
Transient-state pressures were monitored by high-frequency-response pres-
sure detectors at two locations. By comparing the simulated results using 
the MOC and the proposed scheme, it can be seen that the pressure traces 
computed using the MOC are lower than the proposed scheme for all the 
simulations. This means that the MOC is more dissipative than the proposed 
scheme. However, the MOC agrees with the experiments slightly better than 
the proposed scheme, when the physical dissipation is estimated using only 
a steady friction formulation (as used in present work). The important aim 
in this research was to decrease of BOD5 to amount of 80–90%. An acti-
vated sludge system (anaerobic and aerobic) continuously acts as a source 
of primary sludge. Anaerobic and aerobic activated sludge reactor to supply 
the required raw sludge. The important results in this work were to decrease 
BOD5 amount equal to 80–90% and the industrial production of PHA to 
production of plastics which are biodegradable and are used in the produc-
tion of bioplastics.
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ABSTRACT

In this chapter, flow hydrodynamics at different values of routine-design 
parameters are examined and discussed.

4.1 INTRODUCTION

To study vortex devices, in many research works, extensive experimental 
data are reported. However, many important problems of analysis and design 
of vortex devices have not yet found a systematic review.

Existing research in this area shows a strong sensitivity of the output 
characteristics of the regime and design of the device. This indicates a quali-
tatively different flow hydrodynamics at different values of routine-design 
parameters.

Thus, it is important to consider the efficiency of fluid flow and vortex 
devices, receipt, and compilation dependencies between regime-design 
parameters of the machine. Creating effective designs is the actual problem. 
The method of forecasting of efficiency of a gas cleaning on the basis of 
the analysis of hydrodynamics of gas streams is developed. Calculation of 
a mechanical trajectory of corpuscles gives the chance to define effect of 
major factors on gas-cleaning process. In the capacity of key parameter, the 
dimensionless group (the separation factor) is installed. The factor gives the 
chance to size up a critical way of a corpuscle and considers regime-design 
data the apparatus.

4.2 DERIVE THE EQUATION OF MOTION OF A PARTICLE

Centrifugal machines are considered as one of the most common devices for 
dust cleaning, due to their widespread use simplicity of design, reliability, 
and low capital cost.

Consider that the mechanism of dust–gas cleaning scrubber is something 
dynamic1 and capture dust scrubber is based on the use of centrifugal force. 
Dust particle flowing at a high velocity tangentially enters the cylindrical 
part of the body and makes a downward spiral. The centrifugal force by the 
rotational motion flow causes the dust particles to move to the sides of the 
device (Fig. 4.1).
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FIGURE 4.1 The trajectory of the particles in a dynamic scrubber.

When moving in a rotating curved gas flow, the dust will act under the 
influence of centrifugal force and resistance.

Analysis of the swirling dust and gas flow in the scrubber will be carried 
out under the following assumptions:

1. Gas is considered ideal incompressible fluid and, therefore, its 
potential movement.

2. Gas flow is axisymmetric and stationary.
3. Circumferential component of the velocity of the gas changes in law

 This law is observed in the experiments2,3 and will provide a simple 
solution that is convenient for the quantitative analysis of the 
particles.
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4. Particle does not change its shape over time and diameter, nor does 
any crushing or coagulation happens. Deviation of the particle shape 
on the field is taken into account as the coefficient K.

5. Wrapping a strong flow of gas is viscous in nature. Turbulent fluc-
tuations of gas are not taken into account, which is consistent with 
the conclusion of Ref. [4]: turbulent diffusion of the particles has no 
significant impact on the process of dust removal.

6. The forces that are not considered are Zhukovsky, Archimedes, and 
severity, since these forces by orders of magnitude are smaller than 
the drag force and centrifugal force.3,5,6

7. Concentration of dust is small, so we cannot consider the interaction 
of the particles.

8. The uneven distribution of the axial projection of the radial velocity 
of the gas can also be neglected, which is in accordance with the data 
of Ref. [7]. Axial component of the velocity of the particles changes 
little on the tube radius.

The rotation of the purified stream scrubber creates a field of inertial 
forces, which leads to the separation of a mixture of gases and particles. 
Therefore, to calculate the trajectories of the particles, it is necessary to know 
their equations of motion and aerodynamics of the gas flow. In accordance 
with the assumption of a low concentration of dust particles, the influence of 
them on the gas flow can be neglected. Consequently, we can consider the 
motion of a single particle in the velocity field of the gas flow. Therefore, the 
task to determine the trajectories of particles in the scrubber is decomposed 
into two parts:

• determination of the velocity field of the gas flow; and
• integration of the equations of motion of a particle for a calculation of 

the velocity field of the gas.

The assumption of axial symmetry of the problem (with the exception of 
the mouth) allows for the consideration of the motion of the particles using 
a cylindrical coordinate system.

The greatest difficulty is to capture fine dust, for which the strength of 
the resistance with sufficient accuracy is given by Stokes. By increasing 
the ratio, dust cleaning of the machine grows,8 so the calculation param-
eters scrubber with low dust content (by assumption) guarantees a minimum 
efficiency.
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4.3 CALCULATE THE TRAJECTORIES OF THE PARTICLE

To calculate the trajectories of the particles, we need to know their equations 
of motion. Such a problem for some particular case is solved by the author 
of Ref. [9].

We introduce a system of coordinates OXYZ. Its axis is directed along the 
OZ axis of the symmetry scrubber (Fig. 4.2). Law of motion of dust particles 
in the fixed coordinate system OXYZ can be written as follows:

 p
st

d
d

m F
t

ν
=





 (4.1)

where m is the mass of the particle; pν  is the velocity of the particle; stF


 is 
the aerodynamic force.

For the calculations necessary to present the vector equation of (4.1) 
motion is in scalar form. Position of the particle will be given by its cylin-
drical coordinates (r, φ, z). Velocity of a particle is defined by three compo-
nents: Uр—tangential, Vр—radial, and Wр—axial velocity.

FIGURE 4.2 The velocity vector of the particle.

We take a coordinate system O′X′Y′Z′; let O′X′ pass axis through the 
particle itself, and the axis O′Z′ lies on the axis OZ. Adopted reference 
system moves forward along the axis OZ Wр speed and rotates around an 
angular velocity:
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where 0a′  is the translational acceleration vector of the reference frame; pdv  
is the velocity of the particle; pr ′  is the radius vector of the particle; pr ω ⋅′ 

  is 
the acceleration due to unevenness of rotation; prω ω  ⋅ ⋅′  

 

 is the centrifugal 
acceleration; and p2 v ω ⋅ 

  is the Coriolis acceleration.
The first term on the right-hand side of eq 4.3 is the force acting c gas 

flow on the particle and is given by Stokes:
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   (4.4)

μg is the dynamic viscosity of the gas.
The second term in (4.3) is defined as
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, ,y v ze e e    are the vectors of the reference frame and used the fact that 
p px÷ xr e r v V= ⋅ ⋅ = 

Substituting these expressions in the equation of motion (4.3), we get
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We write this equation in the projections on the axes of the coordinate system 
O′X′Y′Z′:
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We have the equation of motion of a particle in a rotating gas flow projected 
on the axis of the cylindrical coordinate system.

Substituting (4.2) and (4.4) in (4.5), we obtain the system of equations of 
motion of the particle:
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4.4 OUTPUT RELATIONSHIP BETWEEN THE GEOMETRICAL AND 
OPERATIONAL PARAMETERS

Formal analysis of relationships that define the motion of gas and solids in 
the scrubber shows that the strict observance of similarity of movements in 
the devices of different sizes requires the preservation of four dimensionless 
complexes, such as

2
2

d r
1

Re ; ; ; Rer
wD w vF A

Dg D δ
δρ δ

ν ρ ν
= = = =

Not all of these systems are affecting the motion of dust. Experimentally 
found that the influence of the Froude number Fr is negligible [9] and can 
be neglected. It is also clear that the effect of the Reynolds number for large 
values is also insignificant. However, even if unchanged, the remaining two 
complexes still introduces significant difficulties in modeling devices.

On the other hand, there is no need for strict observance of the similarity 
in the trajectory of the particle in the apparatus. What is important is the end 
result—providing the necessary efficiency unit. To estimate the parameters 
that characterize the removal of particles of a given diameter, consider the 
approximate solution of the problem of the motion of a solid particle in a 
scrubber. A complete solution for a special case considered in the literature,10 
this solution can be used to obtain the dependence of the simplified model 
of the flow.

For the three coordinates—radial, tangential, and vertical equations of 
motion of a particle at a constant resistance can be written in the following 
form:
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where α is the factor resistance to motion of a particle divided by its mass.

2K
µα
ρδ

=
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where K is the factor, which takes into account the effect of particle shape 
(take K = 2).

The axial component of the velocity of gas and particles are the same 
as follows from the equations of motion by neglecting gravity. Indeed, if 

( )d dz z zw t w vα= − , then taking Äz z zw v w− = , we get

0

dd
;

d
tz

z z z
w

w W w e
t

α −∆
= − ∆ ∆ = ∆

If initially

( )0 ; 0, constz z z t tw v W W W= ∆ = ∆ = =

projection speed:
constw rφ = ⋅

Valid law wφ(r) may differ markedly from the accepted, but this is not essen-
tial. In this case, it only makes us enter into the calculation of average

2w
r

φ 
 
 

Under these simplifications, the first of the equations of motion is solved in 
quadrature. Indeed, for now

2d
d

r
r

ww
aw
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φ+ =

then with the obvious boundary condition t = 0, vr = 0, we have
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r
avφ

α
−

 
≅ − 

 

The time during which the flow passes from the blade to the swirler exit 
from the apparatus as well

1
zav

lt
w

=

On the other hand, knowing the law of the radial velocity, we can find the 
time during which the particle travels a distance of r1 (the maximal distance 
from the wall) to the vessel wall (r2).
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Substituting in this equation as the limiting value of t1 = tt, we get
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The presented approach is based on the known dependence and model of 
the flow; it’s different in a number of studies approach is only in the details. 
However, there are two sets; one of which characterizes the geometry of 
the device, and the other characterizes the operating data. The use of these 
systems simplifies the calculation and, most importantly, takes into account 
the influence of some key factors to the desired gas velocity and height of 
the apparatus WZav.

Dependence structure (4.7) shows the feasibility of introducing two sets, 
one of which

22 t

lA
W K

µ
ρδ

=

characterizes the effect of the flow regime and the particle diameter, and the 
other is a geometric characteristic of the device.

 ( )22
11r

r
A r ctg

l
β−= −  (4.8)

In (4.8), through r1 marked relative internal radius apparatus:

1
1

2

r
r
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=

and β1 is the average angle of the flow at the exit of the guide apparatus
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Then (4.7) takes the simple form Ar ≥ f(A), where

  (4.9)

Expressed graphically in Figure 4.3, this dependence allows to determine the 
minimum value of the mode parameter Amin for the scrubber with geomet-
rical parameters of Ap. And must take A > Amin

FIGURE 4.3 The relationship between the geometrical and operational complexes.

One of the important consequences of the resulting function is the rela-
tionship between the diameter of the dust particles and the axial velocity of 
the gas. With this machine, with data Amin = const and therefore

This means that reducing the particle size axis (expenditure), the rate should 
be increased according to the dependence

Unfortunately, a significant increase Wz permitted as this may lead to the 
capture of dust from the walls and ash. You can also change the twist angle 
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β and the height of the flow system, without changing the axial velocity. If 
the reduction of the particle diameter δ or increasing the size of the unit has 
increased the value of A, it must be modified accordingly Ag (Fig. 4.3), and 
the new value of Ar to find an angle β:

4.5 CONCLUSIONS

1. Creating a mathematical model of the motion of a particle of dust 
in the swirling flow allowed us to estimate the influence of various 
factors on the collection efficiency of dust in the apparatuses of the 
centrifugal type and create a methodology to assess the effectiveness 
of scrubber.

2. Identified settlement complexes, one of which characterizes the 
geometry of the scrubber and the other operational parameters. The 
use of these systems simplifies the calculation and takes into account 
the influence of several key factors.

3. The developed method can be used in the calculation and design of 
gas-cleaning devices, as constituent relations define the relationship 
between the technological characteristics of the dust collectors and 
their geometrical and operational parameters.
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ABSTRACT

In this chapter, a new approach for modeling and calculation of efficiency of 
gas cleaning process is discussed.

5.1 INTRODUCTION

A wide heading of new powers in industrial production, and also the intensi-
fication of processes, as a rule involves sharp growth of the flying emissions 
and loading raise on air-cleaning constructions that causes one of the basic 
problems of an intensification of process of clearing of gases.

Working out of new mathematical model approaches for calculation 
of turbulent twirled currents is an important step for creation of adequate 
methods of calculation of the inertia apparatuses for the purpose of their 
optimization, technological and design data, and exclusion of expensive 
experimental researches.1 Now, there were considerable changes in the 
areas of mathematical modeling connected with application of computing 
production engineering and software packages that gives the chance to 
predict integrated characteristics of apparatuses already on a design stage. 
It is possible to provide such constructive solutions of separate knots 
of the apparatus which will allow to raise efficiency of a gas cleaning 
considerably.

Mathematical models of a current of multiphase medium should predict 
as much as possible precisely; on the one hand, gas cleaning parameters 
at inoculation of any parameter, and on the other hand, to show possible 
ways of an intensification of process of separation. For this purpose, the 
model should provide characteristics of all prominent aspects of a current 
(boundary conditions, physical parameters of multiphase medium, turbu-
lence, and geometrical characteristics) with possibility of the solution of 
such equations.

Modeling of a current of a dispersoid in the inertia apparatuses becomes 
complicated determinirovanno-stochastic character traffic of corpuscles 
in the turbulent twirled stream which becomes complicated interacting of 
corpuscles with each other and with apparatus walls, complexity of the task 
of entrance conditions, and modification of corpuscles as a result of crushing 
and concretion.

There are good enough bases for the use of methods of modeling in 
the research of streams of suspended matters when corpuscles are so 
small that they traffic the time bulk which is defined by the Stokes law. 
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Contrary to it for a case of too large corpuscles perspective methods in 
this direction is absent. Last, refers to those cases, when concentration 
of corpuscles large and is great a collision of frequency of corpuscles. 
Agglomeration and concretion of corpuscles are also especially difficult 
factor for modeling.

Calculation of the turbulent twirled currents at creation of adequate 
methods of calculation of the inertia apparatuses should yield enough results 
in a wide range of variables and combine it with simple and inexpensive 
laboratory researches of characteristics of the dust, which results can be used 
in the capacity of an input information. The best method of calculation can 
be chosen only after accumulation of considerable experience; noncoinci-
dence of results of the first numerical calculations with equipment charac-
teristics is thus inevitable.

5.2 APPROACH SAMPLING TO CALCULATION OF MULTIPHASE 
STREAMS

The boundary conditions, fulfilling to transport equations in areas R > r, 
should consider taking into account the equality of particle fluxes on radius 
r and also equalities of concentration of corpuscles on radius R.

The analytical approach of the majority of researchers2 to the description 
of hydrodynamics of the inertia apparatuses is based on system of the equa-
tions of the Navier–Stokes added with continuity equations of the installed 
axisymmetric twirled gas stream.

 

( ) ( )

( ) 0

ji
i i j

j i j j

i
j

t q q q q q

t q

υυρυ ρυ υ µ

ρ ρυ

  ∂∂∂ ∂ ∂ ∂
+ = − + +  ∂ ∂ ∂ ∂ ∂ ∂   

∂ ∂
+ =

∂ ∂

 (5.1)

The solution of system of the equations of Navier–Stokes is difficult that 
explains the necessity of adoption of various, not absolutely, correct assump-
tions that reduce adequacy of offered analytical descriptions to a real flow 
pattern in the inertia apparatuses and, finally, lead to essential divergences of 
results of scalings with empirical data.

The great interest is represented by working out of effective numerical 
methods of the solution of the multidimensional equations of purely hyper-
bolic type or the parabolic equations containing a hyperbolic part. Such 
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mathematical models many present are space-nonstationary problems of 
mechanics of multiphase currents. Construction of a computational algo-
rithm for the specified sort of problems represents rather a challenge which 
usually dares stage by stage.

General provisions of mathematical production engineering and construc-
tion that such circuit designs consist are follows:

1. A hyperbola in the equations. The hyperbolic part of the parabolic 
equations is most difficult in the computing plot as it is a source of 
origination of big gradients in narrow zones (in purely hyperbolic 
problems, there are ruptures of solutions). Effective methods of 
the solution of the hyperbolic equations have, thus, wide sphere of 
application. Really, splitting methods on physical processes allow to 
induct formally enough and effectively practically any earlier devel-
oped (for the solution of the hyperbolic equations) method into the 
general algorithm of the solution of the parabolic problem containing 
a hyperbolic part.

2. Multidimensionality. The most universal and effective approaches of 
the solution of the multidimensional parabolic and hyperbolic equa-
tions (obvious and implicit circuit designs) are various methods of 
splitting on the space variables. Janenko, Marchuka, and Godunova’s 
known circuit designs are referred here. Using similar approaches, 
it is possible to generalize naturally almost any one-dimensional 
numerical algorithm on a multidimensional case. The initial problem, 
thus, becomes essentially simpler and reduced to search of compre-
hensible one-dimensional circuit designs.

3. A method of uncertain factors. Use of a method of uncertain factors 
(with introduction of linear spaces of these factors) at an analysis 
stage of different circuit designs for the elementary transport equa-
tions is rather constructive. This approach allows to build for any 
grid templates an assimilation of all different circuit designs with 
positive approximation (monotonous or majorant circuit designs), 
playing the important role in calculus mathematics. In most general 
cases, it is possible to prove the absence of different circuit designs 
with positive approximation and with a higher order of accuracy on 
solutions of the initial equations. On the basis of the same approach 
for the most used grid templates (both obvious and implicit), the 
Setochno-characteristic circuit designs of the second and third order 
of accuracy closest in space, injected into consideration of factors to 
circuit designs with positive approximation, are built. In particular, 
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new, more effective modifications of different circuit designs widely 
applied in computing practice have been gained. The given approach 
is rather a perspective and at construction of so-called hybrid circuits 
for numerical solution.

4. Verification of results of numerical modeling. This problem gets 
an especial urgency, so far, as concerned with direct numerical 
modeling of the difficult (complex) phenomena or processes. In this 
case detection, recognition and identification of new effects appear 
as the essential moment. For such problems, it is difficult enough to 
build formal theories and to apply classical mathematical methods. 
However, now principles of rational numerical modeling allow to 
promote essentially in the field of construction of the systems simu-
lating such phenomena that gives a basis for progress in creation of 
simulators and calculation of currents’ multiphase.

5.3 WE DEFINE CONDITIONS ON BOUNDARY LINES

The boundary conditions, fulfilling to transport equations in areas R > r, 
should register taking into account equality of particle fluxes on radius 
r, and also equalities of concentration of corpuscles on radius R. Near to 
a bounding surface, tangential speeds of gas decrease and accept a zero 
value on a surface. A centrifugal force acting on small corpuscles also 
decreases and accepts a zero value on the wall. Corpuscles near to a wall 
take great interest in turbulent pulsations and depart from a wall, and by a 
centrifugal force are refunded to a wall. Thus, near to a motionless surface 
of a corpuscle are in a dynamic equilibrium, on boundary line a stream—a 
firm wall, carrying over of corpuscles is absent, and the total particle flux 
at the expense of a centrifugal force and turbulent carrying over should 
be equal to null. On a gas bottle axis, owing to symmetry of a current, the 
derivative on radius from concentration of corpuscles is equal to null. In a 
settlement grid, the firm wall is represented by boundary lines Г1, Г3, Г4, 
Г5 (Fig. 5.1).

As lines Г1–Г8 and Г3–Г4 are stream lines on these walls, current function 
ψ can accept any constant value. On character of a current for Г1, Г5 current 
function ψ = 0; for Г3, Г3, current function ψ = ψmax. Boundary lines Г4 and 
Г6 represent target cross-section or a penetrable wall. If on Г1, Г3, Г8, the 
sticking condition is satisfied: if υz = υφ = υr on Г4 and Г6 change of speed can 
be set as some function f(r), then υz = υz(r).
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FIGURE 5.1 Scheme of the calculation of the boundary conditions.

Boundary line Г7 represents a symmetry axis. For Г7, it is υr, υφ = 0; there-
fore (dυr/dz) = 0. Account speed is symmetric concerning an axis (dυz/dz) = 
0, when ωг = 0. On target boundary line Г4, the most reliable way of the task 
of boundary conditions is full defi niteness of values ψ, ω, υ and statement of 
boundary conditions of Neumann is applied:

 (5.2)

These conditions have the second order of accuracy. The numerical solu-
tion of model has been spent for one mid-fl ight pass from entrance cross-
section of a swept volume to the day off by means of integration to neigh-
borhoods of each knot is the fi nal-difference grid by which all space of a gas 
bottle (Fig. 5.2), unknown values of speed and pressure are found in knots 
of this grid.



The Modern Approach to Modeling and Calculation 95

FIGURE 5.2 Computational grid.

Each knot of a grid is defined by values of projections of speed of a 
stream: the radial υr, tangential υφ, and axial υz. Transitions between knots 
are carried out in steps by replacement of one value of speed with another or 
a finding of intermediate values between knots by means of interpolation. At 
such statement of a regional problem, the sticking condition was realized on 
each time step and, is analogous to conditions for functions ψ and ω, was put 
on different boundary lines. This results from the fact that use of conditions 
of sticking on the same boundary line changes a modeling problem, and at 
its numerical solution, there can be an accuracy decrease.

On boundary lines of settlement area for each knot of a grid, it is possible 
to write down:

  (5.3)

For the function addressing in a zero on boundary line of a grid, we will 
compute a scalar product and norms:

Let’s execute approximation of eq 5.3 on a grid step h, having made replace-
ment of derivatives with the following function:
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At rmin = hr, rmax = lr, where l is the length of settlement area and h is a grid 
step.

The system of the linear is final-difference equations which solution 
allows to define value of potential in grid knots is gained. By results of scal-
ings, pictures of stream-lines and profiles of speed in various cross-sections 
of a stream were under construction.

It is installed that at increase in a Reynolds number, the current structure 
changes from layered to complicated by the developed secondary whirl-
winds. Three types of a current are qualitatively discriminated: a layered 
current, a current with peripheral a whirlwind, a current with peripheral 
and the peripheral bound vortexes. At considerable intensity of process, 
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Re = 6 × 104, the forming has big tangential speeds that leads to the consid-
erable pressure gradients calling a reverse flow along an axis, reducing effi-
ciency of separation. Character and intensity of return currents depends on 
intensity and character of falling twistings. This leading-out is necessary for 
considering in practice and appropriate way to organize hydrodynamics of 
streams in the apparatus.

5.4 VISUALIZATION OF RESULTS OF CALCULATION

The analysis of the gained velocity profiles on (Fig. 5.3) allows to reveal 
three characteristic areas on an apparatus axis: area of formation of a gas 
stream, area of a stable stream, and damping area.

FIGURE 5.3 Projections of the tangential, axial, and radial velocities along the machine 
sections. Х/R = 0.25, 0.4, 0.65, 0.95, 1.5, 2.2; the parameter values: Vr/Vin = 0.05; Vφ/Vin = 1.8; 
Re = 6 × 104

In the first area, making speeds are stable; there is their formation. In 
stable area, profiles of speed are similar on apparatus altitude. Practically in 
all cross-sections, it is possible to gate out two zones: peripheral (a zone of 
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a free whirlwind) and axial (a zone of the forced whirlwind). For tangential 
speed drift of a maximum from periphery to the center and abbreviation of a 
zone of the forced whirlwind is characteristic. Tangential speed much more 
axial in peripheral and quasipotential zones, and in the field of an axis practi-
cally one order with it. The axial component practically does not change the 
profile, its maximum is near to an apparatus wall.

Characteristic pictures of fields of speed for settlement currents are 
presented in Figure 5.4.

FIGURE 5.4 The velocity field of gas.

The weak twisting ω0 = 15 s−1 slightly influences character of a current 
which is close to a usual tangential twisting of a stream; the increase in a 
twisting to ω0 = 50 s−1 leads to formation of zones of recirculation near to 



The Modern Approach to Modeling and Calculation 99

twirled vortex generator; fields of speed form a bend. Extent of such zone 
considerably increases with increase in a Reynolds number and at the further 
increase in a twisting to ω0 = 100 s−1 leads to center displacement recircula-
tion to area and an elongation of a zone of a counter-flow in axial and radial 
directions.

The qualitative picture gained theoretically will well be coordinated with 
known experimental data, a divergence, depending on a flow, fluctuates over 
the range from 4% to 7%. The gained results are used in the equation of 
traffic of corpuscles for forecasting of efficiency of process of a gas cleaning.

5.5 CALCULATION OF TRAFFIC OF CORPUSCLES IN THE 
TWIRLED STREAM

For calculation of traffic of corpuscles in the twirled stream, the mathemat-
ical model of process of separation of dispersion particles on drops of an 
irrigating liquid has been made. The following forces acting on a corpuscle 
were considered: a gravity, force of Koriolis, force of an aerodynamic resis-
tance of medium, and a centrifugal force4:
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From the analysis of the gained system of the equations, obviously the 
corpuscle path depends on following factors: dp—diameter of corpuscles; 
ρp—corpuscle density; µg—dynamic viscosity of gas; r—a characteristic 
size (geometry) of the apparatus; U0—initial tangential speed of a stream.

The solution of system (5.7) at initial conditions:
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 for cylindrical coordinates,  
for definition of speed allow to build mechanical trajectories of corpuscles 
(Fig. 5.5).

FIGURE 5.5 The trajectories of the particles d ≤ 5 mic. (---) critical; (—) equilibrium.

The greatest agency of a twisting of a stream on a path of corpuscles 
appears on distance r ≤ 5D from vortex generator, at the further increase of 
r, the equilibrium path practically does not vary. And, the extent of agency 
of a twisting for corpuscles in diameter d ≤ 5 mic essentially depends on 
their initial rule: the corpuscles which are more close to walls are more 
poorly subject to twisting agency, and the path of their traffic is close to the 
critical. Numerical experiment was spent for the most adverse case of an 
initial arrangement of corpuscles of the set diameter in the upstream end that 
allows to predict trapping of a corpuscle of larger size. Corpuscles, moving 
on a critical path, have a cut-off diameter which is possible for conducting of 
process of separation in a gas bottle with probability of 100%.

5.6 CONCLUSIONS

1. The complex of researches of aerohydrodynamic parameters of the 
inertia apparatuses with active hydrodynamics which has allowed to 
size up character of interconnection of the basic aerohydrodynamic 
parameters from design features of the apparatus is executed.

2. The analytical model of a current of the gas is developed in the 
medium, allowing to count distributions of all a component of 
speed U′φ, U′r, U′х, and also current functions ψ(r,z), and to build a 
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characteristic flow pattern of a current in program complex ANSYS 
CFX.

3. The calculations of currents defined by a regional problem were 
spent for values of Reynolds number, Re = 1 × 102–60 × 104. The 
analysis of the gained profiles of speed allows to reveal three charac-
teristic areas on an apparatus axis: area of formation of a gas stream, 
area of a stable stream, and damping area.

4. Mechanical trajectories of corpuscles of the set diameter in the 
twirled stream are gained. The numerical algorithm is developed for 
traffic calculation of the gas streams which allows to predict trap-
ping of corpuscles moving on critical paths.
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ABSTRACT

In this chapter, numerical modeling and visualization of traffic of dispersion 
particles in the apparatus, with particular applications in chemical industry, 
are reported.

6.1 INTRODUCTION

In the modern chemical industry, various devices are applied to conducting 
of hydrodynamic processes with direct contact of phases.

From modern apparatuses for gas-clearing cyclone separators, separa-
tors, scrubbers, whirlwind apparatuses are most popular. Apparatuses differ 
from each other in the way of formation of the twirled streams and a design 
of knot of a phase separation. The basic deficiencies of known devices are 
low efficiency of trapping of finely dispersed corpuscles, secondary ablation 
of a dispersoid, and a high water resistance.

Gas bottles of new generation in which low power expenses for a gas 
cleaning and operate reliability combine with high efficiency of process of 
clearing of gas are necessary.

Now, there were considerable changes in the areas of mathematical 
modeling connected with application of computing production engineering 
that gives the chance to predict hydrodynamic characteristics of apparatuses 
already on a design stage.

6.2 NUMERICAL MODELING OF TRAFFIC OF DISPERSION 
PARTICLES IN THE APPARATUS

Now essential progress in creation of simulators and calculation of currents 
of multiphase medium has been attained. Calculation can be carried out 
with high reliability of the gained results; therefore, the necessary volume 
of experiment in many cases is reduced to a minimum. Unlike experiment, 
numerical modeling allows to vary a row of significant parameters of a 
problem (viscosity, metering characteristics, speed of twirl) which essential 
impact on formation and behavior of the twirled currents make.

Analytical and numerical methods of calculation can be applied to the 
description of hydrodynamic characteristics of traffic of streams in working 
space of a gas bottle.1
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The analytical approach of the majority of researchers2,3 to the descrip-
tion of hydrodynamics of the inertia apparatuses is based on system of the 
equations of the Navier–Stokes added with continuity equations of the 
installed axisymmetric twirled gas stream. The solution of system of the 
equations of Navier–Stokes is difficult in a numerical aspect. Assumptions 
reduce adequacy of a real flow pattern in and lead to essential divergences of 
results of scalings with empirical data.

The description of traffic of the twirled stream is based on an analytical 
method on one of following approaches3:

1. Hyperbole of the equations. The hyperbolic part of the parabolic 
equations is most difficult in the computing plot as is a source of 
origination of the big gradients in narrow zones.

2. Multidimensionality. The most universal and effective approaches of 
the solution of the multidimensional parabolic and hyperbolic equa-
tions (obvious and implicit circuit designs) are various methods of 
splitting on the space variables.

3. A method of uncertain factors. This approach allows to build for 
any grid templates all assemblage of difference circuit designs with 
the positive approximation, playing the important role in calculus 
mathematics.

4. Verification of results of numerical modeling. This problem gets an 
especial urgency, so far as concerns direct numerical modeling of the 
difficult (complex) phenomena or processes.

For modeling conducting to solve the specified equations, it is convenient.
Numerical methods (discrete element method) are applied instead of the 

continuous solution for discrete set of required values in a certain place (a 
mesh, grid knot) and spaces (at a stationary regime of traffic of streams).

As a result, the mathematical problem of the solution of system of the 
differential or integrated equations can be reduced to a problem of the solu-
tion of system of the algebraic equations.

In practice, various models of the numerical solution of the classical equa-
tions of hydrodynamics for turbulent flows, which with that or other success 
are used in various cases are used, have merits and demerits3: direct numer-
ical simulation, Reynolds-averaged Navier–Stokes, large Eddy simulation.

For the task in view, solution in-process used the right-angled, adaptive, 
locally comminuted is final-volume grid with a size of 1 mesh of an order of 
2 × 10−3 mm. The grid circuit design is presented in Figure 6.1.
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FIGURE 6.1 Typical rated area of a gas bottle.4

Each knot of a grid is defined by values of projections of speed of a 
stream: the radial υr, tangential υφ, axial υz. Transitions between knots are 
carried out in steps by replacement of one value of speed with another or a 
finding of intermediate values between knots by means of interpolation.

Adaptation of the first level has been executed on following surfaces: a 
conic surface of the case of the apparatus, a wall of a tangential connecting 
pipe of feeding into of gas, entries of an axial flow of a liquid, and a periph-
eral flow sludge. Adaptation of the second level was spent on surfaces twirled 
swirl vane in areas of blade passages.

The numerical solution of model has been spent from entrance cross-
section of a swept volume to the day off by a path of integration to neighbor-
hoods’ of each knot finite difference grid, by which all space of a gas bottle 
is covered (Fig. 6.2), unknown values of speed and pressure are defined in 
knots of this grid.

At such statement of a regional problem, the sticking condition was 
realized on each time step and, is analogous to conditions for functions 
ψ and ω, was put on different boundary lines. This results from the fact 
that use of conditions of sticking on the same boundary line changes a 
modeling problem, and at its numerical solution, there can be an accuracy 
decrease.
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FIGURE 6.2 The rated grid.

On boundary lines of settlement area for each knot of a grid, it is possible 
to write down:

  (6.1)

For the function addressing in a zero on boundary line of a grid, we will 
compute a scalar product and norms:

Let’s execute approximation of eq 6.1 on a grid step h, having made replace-
ment of derivatives with the following function:

Let’s inject a designation:

  (6.2)
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register:

 
( ) + +

− −

+  ⋅ ⋅ ⋅⋅
= − − ⋅ + + ⋅ 

 
− ⋅

− ⋅ − ⋅

, , ,2 2

, ,2

1 2 22

1 2

r r
i I j i j I i jij

r rz z

r
i I j i j I

r z

i i h i hi
Ay y y y

h hh h
i i h

y y
h h

 (6.3)

Then, eq 6.1 will register:

( ) ( ) ( )= ≥ =; , 0; , ,Ay f Ay y Ay v y Av

Over the range size min max0 r r r≤ ≤ ≤ , parameter A will be in limits γ γ≤ ≤
1 2

,A
forming system of the linear equations for each knot of a grid:

 

π π
γ

π π
γ

 ⋅ ⋅
= ⋅ + 

 
 ⋅ ⋅

= ⋅ + 
 

2 2
1 min 2 2

2 2
2 max 2 2

4 4
2 sin sin ,

2 2

4 4
2 cos cos

2 2

r r

r zz z

r z

r zz z

h h
r

l lh h

h h
r

l lh h

 (6.4)

At rmin = hr, rmax = lr, where l is the length of settlement area; h is a grid step.
According to Figure 6.3, the system of the linear is finite difference equa-

tions which allow to define value of potential in grid knots.

FIGURE 6.3 Knots of a settlement grid to approximation of boundary conditions.
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The results of scalings pictures of stream-lines and profiles of speed in 
various cross-sections of a stream were under construction.

6.3 VISUALIZATION AND THE ANALYSIS OF RESULTS OF 
CALCULATION

Process of calculation of a current in ANSYS CFX is carried out before 
achievement of the set convergence criterion. It was visualized that a time 
history of a picture of a current with conservation of coordinates of all knots 
of a settlement grid and values of key parameters of a current in these knots. 
The integrated parameters of calculation typical for dedusters have been also 
gained: a water resistance, an input, efficiency of clearing, a stream twisting. 
As a result of numerical experiment, distributions of static pressure of a gas 
stream in all cross-sections of settlement space that has allowed to size up an 
apparatus water resistance have been gained. Distribution of static pressure 
is presented in Figure 6.4.

FIGURE 6.4 The static component of pressure: a cross-section 0–1; 0–2; 0–3.

It is installed that in brake-off zones, considerable pressure decreases 
both in comparison with a main stream, and in a zone of blades, vortex 
generator is observed. Irregularity of static making pressures in a gas bottle 
has a reducing effect on efficiency of clearing. By comparison to empirical 
data on separation efficiency, it is installed that decrease in efficiency of 
separation does not exceed 3%, though on level of irregularity of a pressure 
pattern, a difference more considerable. It is possible to explain it that irreg-
ularity of pressure is compensated by positive agency of zones of the brake-
off promoting separation of small impurity from main current in a zone of 
a rarefaction and their removal on a helicoid path from working space, and 
further on walls of a conic part of the apparatus in the sludge remover.
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The density and thickness of a wall layer are influenced by speed of gas, 
a twisting angle vortex generator, and character of feeding into of a stream 
in the apparatus. High speeds of a gas stream lead to decrease in a thick-
ness of a wall layer, despite a reinforcement, thus magnitudes of a turbulent 
diffusion.

The component of tangential speed υφ essentially varies on gas bottle 
radius that testifies to presence of differential twirl in which result whirl lines 
twist on a spiral. For tangential speed drift of a maximum from periphery to 
the center and abbreviation of a zone of the forced whirlwind is character-
istic. Tangential speed much more axial in zones about walls and in the field 
of an axis practically one order with it. The axial component practically does 
not change the profile; its maximum is near to an apparatus wall.

The results of modeling presented in Figure 6.5, show that speeds are in 
regular intervals distributed on a round.

Let’s observe distribution axial, tangential, and the radial component 
of speed in the form of the stream-lines passing along cross-section of the 
apparatus (Fig. 6.5).

FIGURE 6.5 Speed in a stream: projections tangential υφ, the radial υr, and axial υz speeds 
in a stream.

From Figure 6.5, it is visible that the radial velocity (υr) resistantly to 
keeps the value on all cross-section of working space, the axial velocity 
(υz) gradually decreases from the center to periphery, whereas tangential, on 
the contrary, increases (υφ). The gained results will be coordinated with the 
literary data and speak about interacting in the apparatus of two streams—
forward and rotational.
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6.4 COMPARISON OF RESULTS OF CALCULATION IN ANSYS 
CFX WITH RESULTS OF EXPERIMENTS

The carried out calculations are compared with results of other authors.
Profiles of an axial velocity along a current, counted at Re ≥ 1000, are 

compared in Figure 6.6 to results of Refs. [5–7]. Satisfactory coincidence of 
results specifies in perfection of a package of the program and serves as an 
estimation of a method of the solution.

FIGURE 1.6 Comparison of design values of speed.

In the experiments presented for comparison, the solution method is 
approved in hydrodynamic calculations of streams of viscous incompress-
ible liquid with a primary direction of a current (along an axis).

6.5 CONCLUSIONS

The algorithm of modeling of process of separation of a dispersoid in a gas 
stream with irrigation by a liquid has been developed. The carried out calcu-
lations allow to define potential possibilities of a dynamic gas bottle at its 
use in the capacity of the apparatus for clearing of gas emissions. Numerical 
research of work of a gas bottle will allow to analyze its work for the purpose 
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of decrease of power inputs at conservation of quality of a gas cleaning. The 
developed model helps to simulate sweepingly and visually traffic of a dusty 
gas stream taking into account brought in to geometry of the apparatus of 
changes. Thus, the model can be applied to optimization of a design of a 
dynamic gas bottle.
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ABSTRACT

The augmented eccentric connectivity index is defined as ( )( ) ,( )A
v V

M vG vεξ
∈

= ∑
where M(v) and ε(v) denote the product of degrees of all neighbors of vertex 
v and the eccentricity of vertex v, respectively. In this chapter, we compute 
the augmented eccentric connectivity index of nanostar dendrimers D3[n]
(∀n ∊ ℕ).

7.1 INTRODUCTION

Let G be a simple connected graph with vertex set V(G) and edge set E(G). 
A molecular graph is a graph such that its vertices and represents the atoms 
and the edges, respectively.

If ( ),u v V G∈ , then the distance, d(x,y), between u and v is the length of a 
minimum path connecting u and v. The eccentricity ε(u) is the largest distance 
between u and any other vertex u of G, that is, { }( ) max ( , ) | ( )u d u v v V Gε = ∈ . 
The degree, d(v), is the number of vertices attached to the vertex v.

In 1997, Sharma, Goswami, and Madan1 introduced the eccentric connec-
tivity index of the molecular graph G, ξ(G) and defined as

( )
( ) ( )v

v V G

G d vξ ε
∈

= ×∑

where the eccentricity of vertex v of G ε(u) is the largest distance between 
v and any other vertex u of G or ( ) { }ax )m ( ; ) | ( .d u v u Gv Ve ∀ ∈=  The radius 
R(G) and diameter D(G) are defined as the minimum and maximum eccen-
tricity among vertices of G, respectively.2–10 In other words,

( ) { }
( ) { }{ }

( )

( )

max ( , ) | ( )

min max ( , ) | ( )
v V G

v V G

D G d u v u V G

R G d u v u V G
∈

∈

= ∀ ∈

= ∀ ∈

The augmented eccentric connectivity index Aξ(G) is defined as the summation 
of the quotients of the product of adjacent vertex degrees and eccentricity of 
the concerned vertex and expressed as

( )) (( )A

v V

M v
v

Gξ
ε∈

= ∑

where M(v) denotes the product of degrees of all neighbors of vertex v of 
G.11–13 In other words, ( ) ( )G

vv N u
M v d

∈
= ∏  where NG(u) = {v ∊ V(G)|uv ∊ E(G)}.
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Nanobiotechonolgy is a promptly advancing area of scientific and tech-
nological opportunity that applies the tools and processes of nanofabrication 
to build devices for studying biosystems. Dendrimers are one of the main 
objects of this new area of science. A dendrimer is an artificially manufactured 
or synthesized molecule built up from branched units called monomers using 
a nanoscale fabrication process. The nanostar dendrimer is a part of a new 
group of macroparticles that appear to be photon funnels just like artificial 
antennas. These macromolecules and more precisely those containing phos-
phorus are used in the formation of nanotubes, micro-, and macrocapsules, 
nanolatex, colored glasses, chemical sensors, modified electrodes, etc.14–22

7.2 MAIN RESULTS

In this section, we compute the augmented eccentric connectivity index 
A ξ (G) of an infinite family of the dendrimers.

Theorem 1. Let D3[n] be the nth growth of the nanostar dendrimer 
(∀n ∊ ℕ). Then the augmented eccentric connectivity index of D3[n] is

FIGURE 7.1 The two-dimensional of the nth growth of the nanostar dendrimer D3[n], ∀n ∊ 
ℕ.22
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Proof of Theorem 1. Consider the graph of the nanostar dendrimer D3[n] 
(∀n ∊ ℕ), with 21(2n+1) − 20 vertices/atoms (=|V(D3[n])|). According to 
the structure of Dendrimer Nanostar D3[n], we see that D3[n] have 3(2n) 
hydrogen atoms or vertices with degree 1 and 12(2n+1 − 1) vertices with 
degree 2 and 15(2n) − 8 vertices with degree 3. Here, we denote the sets of 
these vertices by V1, V2, and V3, respectively. In other words,

|V(D3[n])| = 21(2n+1) − 20

V1 = {H ∈ V(D3[n])|dH = 1}→|V1| = 3(2n)

V2 = {v ∈ V(D3[n])|dv = 2} → |V2| = 12(2n+1 − 1)

V3 = {v ∈ V(D3[n])|dv = 3} → |V3| = 15(2n) − 8

Thus, the number of edges/bonds in the nanostar dendrimer D3[n] is

According to the structure of the nanostar dendrimer (see Fig. 7.1),19 we 
see that an element is added to D3[n − 1] in the nth growth of D3[n] (see Fig. 
7.2), we called this additional element by Leaf and denote its vertices by H, 
v1, v2,…, v5, respectively, where the vertices v1, v2, and v5 have degree 3 and 
the vertices v3 and v4 have degree 2, and only hydrogen atoms H have degree 
1.

FIGURE 7.2 A leaf is an additional element in the nth growth of Nanostar Dendrimer D3[n].

Here, from Figure 7.2, one can see that the maximum eccentricity of a 
leaf of Dendrimer Nanostar D3[n] is 5; therefore, the eccentricity of previous 
vertices increase 10.
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Now, from Figures 7.1 and 7.2, we can see that all adjacent vertices with 
v1 have degree 3 and the product of degrees of all neighbors of vertex v1, thus 
M(v1) = 3 × 3 × 3 = 27. The vertex v2 is adjacent with v1, v3, 3v′  that 3v′ ,v3 ∊ 
V2 and v1 ∊ V3, thus M(v2) = 3 × 2 × 2 = 12. Also for v4,v3 from V2, we see that 
M(v3) = M(v4) = 2 × 3 = 6. The vertex, v5 ∊ V3, is adjacent with 4v′ ,v4 ∊ V2 and 
H ∊ V1 and M(v5) = 1 × 2 × 2 = 4. Obviously, ( )

5
3vM H d= = .

Here from Figure 7.1 of the nth growth of the nanostar dendrimer D3[n] 
and Refs. [17–21], we can see that the eccentricity ε(v) for all members of a 
leaf of the nanostar dendrimer D3[n] in Table 7.1.

Therefore, by using above results and Table 7.1, the augmented eccentric 
connectivity index Aξ(G) of the nanostar dendrimer D3[n] is as follow (∀n ∊ 
ℕ):

TABLE 7.1 The Eccentricity for Members of a Leaf in nanostar dendrimer D3[n].

The members of an 
addition leaf

The eccentricity of 
members in ith growth

M(v) The number of 
members

Center vertex c 5n + 5 27 1
v1 5i + 5n + 5 27 3(2n−1)
v2 5i + 5n + 6 12 3(2n)
v3 5i + 5n + 7 6 2 × 3(2n)
v4 5i + 5n + 8 6 2 × 3(2n)
v5 5i + 5n + 9 4 3(2n)
H 10n + 10 3 3(2n)

[ ]( )
[ ]( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )

( )
( )

3

1 2 3 4 5

1 2 3 4 5

3 51 2 4

1 2 3 5

1

3

4

( )
( )

3 3 3 3 3 3 3 2 2 3 2 3 2 1 2 2 1 3
5 5 5 5 5 5 5 6 5 5 7 5 5 8 5 5 9

27 27

10 1

3 2
5 1 5

A

v V D n

c v v v v v H

v v v v v

i

H

v
v

M v M vM v M v M vM c M H
c v v v v v H

n i n i n i n i n i n n

MD n

n i

ξ
ε

ε ε ε ε ε ε ε

−

∈

= + + + + + +

× × × × × × × × × × ×
= + + + + +

+ + + +

=

+

=

+ + + + + + +

+

+

+ +

∑ ∑ ∑ ∑ ∑ ∑ ∑

∑

∑

∑ ∑ ∑ ∑ ∑

( ) ( )

( ) ( ) ( )
( )

( ) ( ) ( ) ( ) ( )

( )

1 1 1

1 1

1

1

3 2 3 2
5 5 5 5 6 5 5 7

3 2 3 2 3 2
5 5 8 5 5 9 10 1

81 2 36 2 36 2 36 2 12 2
5 5 1 5 1 5 1 5 2 5 1 5 3 5 1 5 4 5 1

9 2
10 1

12 2 6

2 6 4 3

2
5

7

i i

i i n

i i

n n n

i i i

n n

i i i

n

i i

n

i

n i n i n

i n i n n

i n i n i n i n i n

n n

= = =

=

−

=

=

+ + + + +

 
 + + + + + 

 × × × × ×
+ + + + + + + + + + + + + + + +

+ + ×

+ × +

+ + 

×
+

+

++
+

=

∑ ∑ ∑

∑ ∑

∑

( ) .
1

 
  



118 Applied Chemistry and Chemical Engineering: Volume 1

Here, the augmented eccentric connectivity index of the nanostar 
dendrimer D3[n] is

And, this completed the proof of Theorem 1.
Example 1. Let D3[n] be the nth growth of the nanostar dendrimer 

(∀n ∊ ℕ) depicted in Figure 7.1. Then, some values of the augmented eccen-
tric connectivity index Aξ(D3[n]) in Table 7.2 for integer n = 1,2,3,…,1000.

TABLE 7.2 Some Values of Aξ(D3[n]) for Integer n = 1,2,3,…,1000.

nth 
Growth

The number of vertices 
|V(D3[n])|

The number of edges 
|E(D3[n])|

Augmented eccentric 
connectivity index 
Aξ(D3[n])

1 64 72 86.8984520123839
2 148 168 114.031557912353
3 316 360 146.22688704495
4 652 744 194.657438743142
5 1324 1512 274.719234382093
6 2668 3048 412.83433596355
7 5356 6120 656.683819194426
8 10,732 12,264 1093.71316533907
9 21,484 24,552 1885.60973017552
10 42,988 49,128 3333.05404428061
20 44,040,172 50,331,624 1671,623.09464811
30 45,097,156,588 51,539,607,528 1143,322,292.42846
40 46,179,488,366,572 52,776,558,133,224 879,036,865,717.697
50 4.72877960873902E16 5.40431955284459E16 720,610,029,274,822
60 4.84227031934876E19 5.53402322211287E19 6.15216653976531E17
70 4.95848480701313E22 5.66683977944357E22 5.40174294827289E20
80 5.07748844238144E25 5.80284393415022E25 4.84125794634043E23
90 5.1993481649986E28 5.94211218856983E28 4.40754923821703E26
100 5.32413252095856E31 6.0847228810955E31 4.06268841563725E29
200 6.74913978588776E61 7.71330261244315E61 2.57704959949348E59
300 8.55555110060484E91 9.77777268640553E91 2.17844663296216E89
400 1.0845449487965E122 1.23947994148172E122 ≫E100
500 1.37482405531638E152 1.57122749179015E152 ≫E100
600 1.74279653893002E182 1.99176747306288E182 ≫E100
700 2.20925707865032E212 2.52486523274322E212 ≫E100
800 2.80056606180954E242 3.20064692778233E242 ≫E100
900 3.55013924923167E272 4.05730199912191E272 ≫E100
1000 4.50033615018232E302 5.14324131449408E302 ≫E100
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ABSTRACT

This work attends to water distribution network calibration and data collec-
tion process. The hydraulic model calibration process adapts it to the current 
situation. There are more theoretical parameters that are consistent with 
reality system. The purpose of calibration operation includes the following 
items: increased reliability model, opportunity to predict the future state 
of the system, obtain accurate results than the current situation, and the 
discovery of previously unknown problems in the system. For this purposes, 
the models must constantly be calibrated according to the changes made. 
For this purpose, the phase correction model is used. The network analysis 
and computing include theoretical parameters conformity with reality. It also 
includes the amount and direction of the input and output streams. This work 
shows the changes of maximum flow rate and pressure drop in the pipes by 
hydraulic model comparison with the flow rate and pressure drop related to 
the control valves operation in the system. The results were compared with 
any future changes in the network calibration.

8.1 INTRODUCTION

Water distribution network must be seen to be operating efficiently and 
effectively and must be able to cost justifies their level of leakage and works 
designed to manage leakage, particularly to their customers who want to see 
their costs minimized. Leakage is often seen as synonymous with waste, and 
reducing leakage is seen as a means of saving money. Water lost through 
leakage has a value and so reducing the level of leakage offers benefits. 
However, eliminating leakage completely is impracticable and the cost 
of reducing it to low levels may exceed the cost of producing the water 
saved. Conversely, when little effort is expended on active leakage control, 
leakage levels will rise to levels where the cost of the water lost predomi-
nates. Water suppliers must therefore strike a balance between the cost of 
reducing leakage and the value of the water saved. The level of leakage 
at which it would cost more to make further reductions than to produce 
the water from another source is what is known as the economic level of 
leakage (ELL). Operating at model calibration economic levels of leakage 
means that the total cost to the customer of supplying water is minimized, 
and suppliers are operating efficiently. This means that leakage reduction 
should be pursued to the point where the long-run marginal cost of leakage 
control is equal to the long-run marginal benefit of the water saved. The 
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latter depends on the long-run marginal costs of augmenting supplies by 
alternative means, including an assessment of the environmental benefits. 
The ELL is not fixed for all time. It depends on a wide range of factors, 
which will vary over time. For example, the cost of detecting and repairing 
leaks will fall as new technology is introduced. This will cause the ELL to 
fall. Conversely, if total demand falls to a point where there is a large surplus 
of water, it may not be economic to reduce leakage, unless the water can be 
sold to other suppliers. Once the economic optimum level is known, this can 
be compared to the present level of leakage, and the supplier can then set 
targets for leakage control in conjunction with other corporate policies on 
customer metering, mains rehabilitation, resource development, and pres-
sure control. To do so, they will need to appraise the investment required for 
these various different supply and demand management solutions and the 
benefits which are expected to accrue. Due to the complexity of the issues, 
it is not possible to generalize to provide standardized formulae for setting 
leakage targets. There is a need to examine each system to determine the 
most appropriate method of leakage control and to plan the required capital 
investment, manpower and revenue resource. However, any supplier who is 
prepared to commit resources to collecting the required data, and to carry 
out the analysis and appraisals, will develop a greater understanding of the 
factors which are important to target setting. They will also be less likely to 
have unrealistic or uneconomic targets imposed on them from outside, or fall 
into the trap of setting leakage targets themselves without full consideration 
of the practicalities of achieving them, or the economic consequences.1–32

8.2 MATERIALS AND METHODS

There are many possible ways of setting a leakage target. These can include 
targets based on minimum night flows, areas with excess pressure, areas 
with expensive water, or the most urbanized areas. The setting of economic 
targets, that is, a level of leakage which provides the most economic mix of 
leakage related costs, is independent of variations in physical factors such 
as property density, pressure, etc. and can provide clear information upon 
which sound management decisions may be based. However, it is recog-
nized that there may be social, environmental factors which dictate the target 
leakage level, as well as economic ones related to the suppliers’ own oper-
ating environment. This has given rise to a broader concept of “the most 
appropriate leakage target,” being described as “that level of leakage which, 
over a long term planning horizon, provides the least cost combination of 
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demand management, model calibration and resource development, whilst 
adequately providing a low risk of security of supply to customers, and not 
unduly over abstracting water from the environment.”

This book will present many theoretical results of water distribution 
network calibration and data collection process.

Much software will apply to water distribution network calibration 
including: WATER GEMS8.2 & ArcGIS9-ArcMap9.3 in this book.33–54

8.3 RESULTS AND DISCUSSION

Field tests—The field test was included at the end of water transmission 
line. All of these parts have been tied into existing water networks.

Laboratory model—A scale model have been built to reproduce tran-
sients observed in a prototype (real) system, typically for forensic or steam 
system investigations. This research Lab. model has recorded flow and pres-
sure data. The model is calibrated using one set of data and without changing 
parameter values (Fig. 8.1).

FIGURE 8.1 Laboratory model for experiments with flow and pressure data records.

• Laboratory model dateline—The model has been calibrated by the 
changes of maximum flow rate and pressure in laboratory models.

• Subatmospheric leakage tests performed according to ASTM stan-
dards. This was done to explain repeated pipe breaks. This work led 
to improved standards for gasket designs and installation techniques 
in the province of subatmospheric transient pressures.55–57
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Laboratory model dateline: The method of characteristics is based on 
a finite difference technique (1–3) where pressures are computed along the 
pipe for each time step,

 ( ) ( ) ( )2
1
2 e i e i e e i ip L R L R L L R R

g f tV V V H H V V V V
c D

 ⋅ ∆  + − −    
= + −  (8.1)

 ( ) ( ) ( ) ,
2

1
2 e i e i e e i ip L R L R L L R R

c c f tH V V H H V V V V
g g D

 ⋅ ∆ + − −    
= + −  (8.2)

Surge pressure (ΔH) is a function of independent variables (X), such as

 , , , , , ,H f T C V g D∆ ≈  (8.3)

For a model definition in this book (Tables 8.1–8.6), relation between surge 
pressure and pulsation (as a function) and several factors (as variables) have 
been investigated. Then CFD software has evaluated transient flow as a 
function of following parameters: ρ, K, d, C1, Ee, V, f, T, C, g, Tp. Regres-
sion software has fitted the function curve and provides regression analysis 
(Fig. 8.2).

TABLE 8.1 Model Description of Regression Software.

Model name MOD_2
Dependent variable 1 Bar
Equation 1 Linear
 2 Logarithmic
 3 Inverse
 4 Quadratic
 5 Cubic
 6 Compounda

 7 Powera

 8 Sa

 9 Growtha

 10 Exponentiala

 11 Logistica

Independent variable m/s
Constant Included
Variable whose values label observations in plots Unspecified

Tolerance for entering terms in equations 0.0001
aThe model requires all nonmissing values to be positive.
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TABLE 8.2 Model Description of Regression Software.

N
Total cases 24
Excluded casesa 0
Forecasted cases 0
Newly created cases 0

aCases with a missing value in any variable are excluded from the analysis.

TABLE 8.3 Model Description of Regression Software.

 

 

Variables
Dependent Independent
bar m/s

Number of positive values 24 23
Number of zeros 0 1a,b

Number of negative values 0 0
Number of missing values User-missing 0 0
 System-missing 0 0

aThe inverse or S model cannot be calculated. bThe logarithmic or power model cannot be 
calculated.

TABLE 8.4 Model Description of Regression Software.

Equation Model summary Parameter estimates
R 
square

F df1 df2 Sig. a0 a1 a2 a3

Linear 
y = a0 + a1x

0.418 15.831 1 22 0.001 6.062 0.571

Logarithmica 
log y = log (a) – (b) log x
Inverseb 

y = f –1 (y)
Quadratic 
y = a0 + a1x + a2x

2
0.487 9.955 2 21 0.001 6.216 −0.365 0.468

Cubic 
y = a0 + a1x + a2x

2 + a3x
3

0.493 10.193 2 21 0.001 6.239 0.000 −0.057 0.174

Compound 
A = Cekt

0.424 16.207 1 22 0.001 6.076 1.089

Power a 
y = cxp
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Equation Model summary Parameter estimates
R 
square

F df1 df2 Sig. a0 a1 a2 a3

 Sb 
y = f0 (T, X, U)
Growth 
(dA/dT) = KA

0.424 16.207 1 22 0.001 1.804 0.085

Exponential 

1
1

limx
n

n
e n→∞ +

 
=   

0.424 16.207 1 22 0.001 6.076 0.085

Logistic 

( )0
( )

1 k x x

Lf x
e− −=

+

0.424 16.207 1 22 0.001 0.165 0.918

Dependent variable: bar. The independent variable is m/s.
aThe independent variable (m/s) contains nonpositive values. The minimum value is 0.00. 
The logarithmic and power models cannot be calculated.
bThe independent variable (m/s) contains values of zero. The inverse and S models cannot be 
calculated.

FIGURE 8.2 Regressions on transmission lines parameter.

Pulsation generally occurs when a liquid’s motive force is generated by 
reciprocating or peristaltic positive displacement pumps. It is most commonly 

TABLE 8.4 (Continued)
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caused by the acceleration and deceleration of the pumped fluid. Installing a 
pulsation dampener can provide the most cost-efficient and effective choice. 
It can prevent the damaging effects of pulsation. The most current pulsa-
tion dampener design is the hydropneumatic dampener, consisting of a pres-
sure vessel containing a compressed gas, generally air, or nitrogen separated 
from the process liquid by a bladder or diaphragm.58–67 Valve closure can 
result in pressures well over the steady state values, while valve opening 
can cause seriously low pressures, possibly so low that the flowing liquid 
vaporizes inside the pipe. In this chapter, we have shown the maximum 
and minimum piezometric pressures, relative to atmospheric. This was 
observed in pipeline with respect to the time and location at which they were 
occurred. Results have been accounted helpful in design and determination 
of maximum (or minimum) expected pressures. Maximum or minimum 
points were due to the valve closure or opening and current pulsation. The 
models of the pipeline guided route selection, conceptual and detailed design 
of pipeline. Long-distance water transmission lines must be economical, 
reliable, and expandable. These results were retained to provide hydraulic 
input to a network-wide optimization and risk-reduction strategy for main 
pipeline. Data includes multibooster pressurized lines with surge protec-
tion ranging from check valves to gas vessels. Experimental results have 
been ensured reliable water transmission. The main assumption was based 
on the exploration about transmission line which was broken but equipped 
by pressure vessel (real condition). The initial condition and comparison 
between Figures 8.4 and 8.5 are two cases of “Elevation-distance transient 
curve.” Experimental results (Fig. 8.3) ensured the gas vessels effective role 
for water pipeline.

FIGURE 8.3 Field tests model: flow–time transient curve.
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Results showed water-column separation and the entrance of air into 
pipeline. This pressure was too high for old piping, and it must be considered 
as hazard for piping.

Interpenetration was investigated by comparison between theoretical 
hydraulics analysis and bench-scale laboratory pilot68–70 (Figs. 8.4 and 8.5).

FIGURE 8.4 Field tests model: flow–time and volume–time transient curve.

FIGURE 8.5 Max and min pressure due to pump turned off.
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TABLE 8.5 Experimental Results.

No. of Pipe From To Length

Points Point Point (m)

P2 5 P2:J6 P2:J7 60.7

P3 21 P3:J7 P3:J8 311.0

P4 2 P4:J3 P4:J4 1.0

P5 2 P5:J4 P5:J26 .5

P6 8 P6:J26 P6:J27 108.7

P7 3 P7:J27 P7:J6 21.5

P8 2 P8:J8 P8:J9 15.0

P9 23 P9:J9 P9:J10 340.7

P10 14 P10:J10 P10:J11 207.0

P11 22 P11:J11 P11:J12 339.0

P12 22 P12:J12 P12:J13 328.6

P13 4 P13:J13 P13:J14 47.0

P14 38 P14:J14 P14:J15 590.0

P15 4 P15:J15 P15:J16 49.0

P16 15 P16:J16 P16:J17 224.0

P17 2 P17:J17 P17:J18 18.4

P18 2 P18:J18 P18:J19 14.6

P19 2 P19:J19 P19:J20 12.0

P20 32 P20:J20 P20:J21 499.0

P21 17 P21:J21 P21:J22 243.4

P22 11 P22:J22 P22:J23 156.0

P23 3 P23:J23 P23:J24 22.0

P24 6 P24:J24 P24:J28 82.0

P25 4 P25:J28 P25:N1 35.6

P0 2 P0:J1 P0:J2 .5

P1 2 P1:J2 P1:J3 .5
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TABLE 8.6 Experimental Results Ensured the Gas Vessels.

End  
Point

Max. Press.
(mH)

Min. Press. 
(mH)

Max. Head 
(m)

Min. Head  
(m)

P2:J6 124.1 97.0 160.4 133.4 

P2:J7 123.7 96.7 160.0 133.0

P3:J7 123.7 96.7 160.0 133.0

P3:J8 121.9 95.1 158.0 131.2

P4:J3 126.7 99.5 162.2 135.0

P4:J4 125.1 97.8 162.3 135.0

P5:J4 125.1 97.8 162.3 135.0

P5:J26 125.1 97.8 162.3 135.0

P6:J26 125.1 97.8 162.3 135.0

P6:J27 124.1 97.0 160.5 133.5

P7:J27 124.1 97.0 160.5 133.5

P7:J6 124.1 97.0 160.4 133.4

P8:J8 121.9 95.1 158.0 131.2

P8:J9 119.9 93.1 157.9 131.1

P9:J9 119.9 93.1 157.9 131.1

P9:J10 117.4 90.8 155.7 129.2

P10:J10 117.4 90.8 155.7 129.2

P10:J11 115.8 89.4 154.4 128.0

P11:J11 115.8 89.4 154.4 128.0

P11:J12 112.6 86.4 152.2 126.0

P12:J12 112.6 86.4 152.2 126.0

P12:J13 109.1 83.1 150.1 124.1

P13:J13 109.1 83.1 150.1 124.1

P13:J14 107.5 81.5 149.8 123.8

P14:J14 107.5 81.5 149.8 123.9

P14:J15 100.9 60.9 146.1 106.1

P15:J15 100.9 60.9 146.1 106.1

P15:J16 102.3 62.3 145.8 105.8
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End  
Point

Max. Press.
(mH)

Min. Press. 
(mH)

Max. Head 
(m)

Min. Head  
(m)

P16:J16 102.3 62.3 145.8 105.8

P16:J17 99.3 59.2 144.3 104.3

P17:J17 99.3 59.2 144.3 104.3

P17:J18 101.2 61.1 144.2 104.1

P18:J18 101.2 61.1 144.2 104.1

P18:J19 101.8 61.7 144.1 104.0

P19:J19 101.8 61.7 144.1 104.0

P19:J20 99.8 59.8 144.0 104.0

P20:J20 99.8 59.8 144.0 104.0

P20:J21 98.3 58.1 140.9 100.6

P21:J21 98.3 58.1 140.9 100.6

P21:J22 94.7 54.4 139.3 99.0

P22:J22 94.7 54.4 139.3 99.0

P22:J23 68.4 28.1 138.3 98.0

P23:J23 68.4 28.1 138.3 98.0

P23:J24 56.3 15.9 138.1 97.7

P24:J24 56.3 15.9 138.1 97.7

P24:J28 42.4 0.0 137.6 95.2

P25:J28 42.4 0.0 137.6 95.2

P25:N1 16.7 16.7 112.6 112.6

P0:J1 0.0 0.0 40.6 40.6

P0:J2 27.5 2.1 63.0 37.6

P1:J2 27.5 2.1 63.0 37.6

P1:J3 27.5 2.1 63.0 37.6

Point Vapor or air Max. Vola (m3) Curr. Vola (m3) Curr. Flw. (cm)

P25:J28 Air 198.483 .000 2.666
aFlow variation.

TABLE 8.6 (Continued)
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8.3.1 COMPARISON OF PRESENT RESEARCH RESULTS WITH 
OTHER EXPERT’S RESEARCH

Comparison of present research results with other expert’s research results 
shows similarity according to Figure 8.6.

FIGURE 8.6 (a) Starting flow driven by 2 m/s velocity rise in 30 s time; average = rigid 
column; oscillation at midpoint,60 (b) (present work).
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8.4 CONCLUSION

According to lengths and pressure-wave speeds of pipes in present work 
(field tests), it seems that an advanced optimization algorithm is necessary. 
Algorithm considers lengths and pressure-wave speeds of pipes that must be 
installed at water transmission line. Research suggests that advanced flow 
and pressure sensors with high-speed data loggers must be installed in water 
transmission line. Data loggers must be linked to “PLC” in water pipeline. It 
will be recorded pulsation and fast transients, down to 5 ms for water flows 
interpenetration. Pressure transient recorder is a specialized data logger for 
monitoring rapid pressure changes in water pipe systems which is better to 
supplied in portable mode. Pressure Transient Loggers must be completely 
waterproof, submersible and battery powered. It must be maintenance free 
for at least 5 years. Pressure transient spikes are major cause of bursts and 
the associated expense of repair, water lost, and interruptions to supply. 
Conventional loggers do not log rapidly enough to identify these transients 
which often last only seconds. The changes of maximum flow rate and pres-
sure drop in the pipes of hydraulic model compared with the flow rate and 
pressure drop problems related to the control valves operation in the water 
pipe systems. The results were compared with any future changes in the 
network calibration.
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 • distribution network model

 • model calibration
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ABSTRACT

This chapter presents the quantum-chemical calculations of the molecules 
1-methylbicyclo[4,1,0]heptane, 2,4-spiroheptane which has been performed 
by the PM3 method with geometry optimization of all parameters by the 
gradient method. Optimized geometric and electronic structure of these 
compounds is obtained. Their acid strengths (pKa = 28 and 30) are theoreti-
cally evaluated. We have established that the researched molecules relate to 
the class of very weak acids (pKa > 14).

9.1 INTRODUCTION

Compounds with low cycles of 1-methyl bicyclo[4,1,0]heptane and 
2,4-spiroheptane have hardly been studied so far or they have been poorly 
understood by physicochemical experimental methods. However, theo-
retical methods have been used, and, in particular, the method of quantum 
chemistry, modified neglect of diatomic overlap, made the first attempt to 
study the geometric and electronic structure of these compounds.1,2 Such 
calculations are obviously needed to study the structure of the above-
cationic polymerization of monomers in the electronic nanolevel, since it 
is a well-known fact (Academician Butlerov A.M.) that the structure of 
chemical compounds determines their properties. Test monomers 1-methyl-
bicyclo[4,1,0]heptane and 2,4-spiroheptane are compounds with small clas-
sical cycles. The quantum-chemical method PM3A adequately simulates 
geometric and electronic structure of cyclic compounds; it is specifically 
parameterized to calculate the cyclic compounds and multivalent atoms.3

In this context, the aim of this work is the quantum-chemical calculation 
of the studied monomers 1-methylbicyclo[4,1,0]heptane and 2.4-PM3 spiro-
heptane method MP3 with optimization of geometry for all parameters by 
the gradient method, embedded in Firefly program,4 which is partly based on 
the source code GAMESS (US),5 in the isolated molecules in the gas-phase 
approximation and theoretical evaluation of their acid power. MacMolPlt 
program6 was used to represent the molecular model visually.

9.2 THE CALCULATION RESULTS

Optimized geometric and electronic structure and quantum-chem-
ical characteristics of the molecules 1-methylbicyclo[4,1,0]heptane, 
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2,4-spiroheptane obtained by PM3 are shown in Figures 9.1 and 9.2 and 
Tables 9.1–9.3. Using the formula pKa = 42.936–165.11 

+H
maxq , obtained 

by the authors according to the procedure for method PM3, but at tech-
nique for AM1 method7 [ +H

max  0.092q = + (1-methylbicyclo[4,1,0]heptane) 
and +0.078 (2,4-spiroheptane)]—with maximum charges on the hydrogen 
atoms, pK is a universal indicator of acidity—see Tables 9.1–9.3), we find 
the value equal to the acid strength which is pKa = 28 and 30.

FIGURE 9.1 The geometric and electronic structure of molecules of 1-methylbicyclo[4,1,0]
heptane (PM3 method) (E0 = −112,291 kJ/mol).

FIGURE 9.2 The geometric and electronic structure of the molecule 2,4-spiroheptane 
(PM3 method) (E0 = −97,863 kJ/mol).



142 Applied Chemistry and Chemical Engineering: Volume 1

TABLE 9.1 The Optimized Bond Lengths, Bond Angles, and the Charges on the Atoms of 
the Molecule 1 Methylbicyclo[4,1,0]heptane (PM3 Method).

The bond 
length

R (A) Valence angles Grad Atom Charges on at-
oms of molecule

C(2)–C(1) 1.51 C(2)–C(4)–C(5) 112 C(1) −0.098
C(1)–C(3) 1.52 C(4)–C(5)–C(6) 120 C(2) −0.094
C(3)–C(6) 1.51 C(5)–C(6)–C(3) 119 C(3) −0.058
C(6)–C(8) 1.50 C(6)–C(3)–C(1) 113 C(4) −0.064
C(6)–C(7) 1.50 C(3)–C(1)–C(2) 110 C(5) −0.127
C(6)–C(5) 1.50 C(5)–C(7)–C(6) 120 C(6) −0.104
C(7)–C(5) 1.50 C(5)–C(6)–C(7) 60 C(7) −0.155
C(5)–C(4) 1.50 C(5)–C(6)–C(8) 59 C(8) −0.076
C(4)–C(2) 1.52 C(7)–C(6)–C(8) 117 H(9) 0.048
H(9)–C(1) 1.10 C(8)–C(6)–C(3) 112 H(10) 0.051
H(10)–C(1) 1.10 C(2)–C(1)–H(9) 110 H(11) 0.047
H(11)–C(2) 1.10 C(2)–C(1)–H(10) 109 H(12) 0.051
H(12)–C(2) 1.10 C(1)–C(2)–H(11) 110 H(13) 0.052
H(13)–C(3) 1.10 C(1)–C(2)–H(12) 109 H(14) 0.051
H(14)–C(3) 1.10 C(1)–C(3)–H(13) 109 H(15) 0.050
H(15)–C(4) 1.10 C(1)–C(3)–H(14) 110 H(16) 0.047
H(16)–C(4) 1.10 C(2)–C(4)–H(15) 109 H(17) 0.092
H(17)–C(5) 1.10 C(2)–C(4)–H(16) 109 H(18) 0.083
H(18)–C(7) 1.09 C(4)–C(5)–H(17) 112 H(19) 0.077
H(19)–C(7) 1.09 C(6)–C(7)–H(18) 119 H(20) 0.040
H(20)–C(8) 1.09 C(6)–C(7)–H(19) 119 H(21) 0.041
H(21)–C(8) 1.09 C(6)–C(8)–H(20) 111 H(22) 0.042
H(22)–C(8) 1.09 C(6)–C(8)–H(21) 110

C(6)–C(8)–H(22) 111

TABLE 9.2 The Optimized Bond Length, Bond Angles, and the Charges on the Atoms of 
the Molecule 2,4-spiroheptane (PM3 Method).

The bond length R (A) Valence angles Grad Atom Charges on atoms 
of molecule

C(1)–C(2) 1.52 C(5)–C(3)–C(1) 106 C(1) −0.094
C(1)–C(3) 1.52 C(5)–C(4)–C(2) 106 C(2) −0.094
C(3)–C(5) 1.51 C(3)–C(1)–C(2) 106 C(3) −0.059
C(2)–C(4) 1.52 C(1)–C(2)–C(4) 106 C(4) −0.059
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The bond length R (A) Valence angles Grad Atom Charges on atoms 
of molecule

C(4)–C(5) 1.51 C(2)–C(4)–C(5) 106 C(5) −0.111
C(5)–C(7) 1.50 C(4)–C(5)–C(3) 108 C(6) −0.148
C(5)–C(6) 1.50 C(5)–C(7)–C(6) 60 C(7) −0.148
C(6)–C(7) 1.49 C(5)–C(6)–C(7) 60 C(8) 0.052
H(8)–C(3) 1.10 C(1)–C(2)H(13) 111 H(9) 0.051
H(9)–C(3) 1.10 C(1)–C(2)H(12) 110 H(10) 0.049
H(10)–C(1) 1.10 C(2)–C(4)H(14) 111 H(11) 0.047
H(11)–C(1) 1.10 C(2)–C(4)H(15) 111 H(12) 0.047
H(12)–C(2) 1.10 C(5)–C(3)–H(8) 111 H(13) 0.049
H(13)–C(2) 1.10 C(5)–C(3)–H(9) 110 H(14) 0.052
H(14)–C(4) 1.10 C(3)–C(1)H(10) 111 H(15) 0.051
H(15)–C(4) 1.10 C(3)–C(1)H(11) 110 H(16) 0.077
H(16)–C(7) 1.09 C(5)–C(7)H(17) 119 H(17) 0.078
H(17)–C(7) 1.09 C(5)–C(7)H(16) 119 H(18) 0.078
H(18)–C(6) 1.09 C(5)–C(6)H(18) 119 H(19) 0.077
H(19)–C(6) 1.09 C(5)–C(6)H(19) 119

TABLE 9.3 Total Energy (E0, kJ/mol), the Maximum Charge on the Hydrogen Atom (
+H

maxq ) 
and Universal Indicator of Acidity (pK) Monomers (PM3 Method).
No. Monomer Е0 +H

maxq рKа

1 1-Methylbicyclo[4,1,0]heptanes −97,863 +0.092 28
2 2,4-Spiroheptane −112,291 +0.078 30

9.3 CONCLUSION

Due to the work done, we have managed to perform quantum-chemical 
calculations of molecules 1-methylbicyclo[4,1,0]heptane using 2,4-spiro-
heptane method PM3. Besides, optimized geometric and electronic structure 
of these compounds has been determined. Also, their acid strength (pKa = 28 
and 30) has been theoretically estimated. These data qualitatively correlate 
with the results of the experiments.1,2 Furthermore, it has been determined 
that the studied monomers 1-methylbicyclo[4,1,0]heptane and 2,4-spirohep-
tane belong to the class of very weak acids H (pKa > 14).

TABLE 9.2 (Continued)
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ABSTRACT

The increase in flow of velocities in the pipes will increase the risk of 
hydraulic shock. The emergency power shutdown of engine pumps is the 
main reason which causes the pressure wave in pipelines. A hydraulic shock 
arises from the changes in the degree of opening the valves. This may lead 
to the destruction of the pipeline and violations of the normal operation of 
dewatering systems. The establishment of controllable, manageable areas 
[district meter areas (DMAs)] within a distribution system, whose demands 
are easily monitored, has been found to be extremely helpful for effec-
tive leakage control and supply management. On the other hand, this work 
showed proper analysis to provide a dynamic response to the shortcomings 
of the system. It also performed the design protection equipment to manage 
the transition energy and determine the operational procedures to avoid 
transients. Consequently, the results will help to reduce the risk of system 
damage or failure at the water pipeline.

10.1 INTRODUCTION

The problems of protection against hydraulic shock solution are formed by 
increasing the safety margin of pipes. This can be attributed to the imper-
fect design of the device proposed for protecting pipelines from hydraulic 
shock. It is a complex process, nonlinearly depending on factors such as the 
moment of inertia of the rotor pump unit. It is related to the length of pres-
sure pipe, and so on.

The plants with lower height probably have high relative increase in 
pressure. Therefore, it is necessary the protection of dewatering equipment 
necessary to apply the device for protection against hydraulic shock. The 
suggestion of the suitable device against hydraulic shock must be recognized 
in the design of a new pumping installation. The value of excess pressure 
(working pressure of the system) in the hydraulic impact must be revealed. 
This problem can be solved in several ways. It usually requires a lot of 
time consuming and complex calculation that a person do not have. For 
this purpose, an abroad program has been developed for calculating water 
hammer in the pipeline. But as a rule, the cost of the software is sufficiently 
large and, therefore, design organizations and research institutions have 
limited ability to use software products of foreign firms.1–5

The sudden opening of the valve (i.e., the rapid exchange of fluid 
velocity) causes a decrease in pressure occurs in oscillatory process and 
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pressure change. In cases with the impact phenomenon, the system must be 
equipped with devices that are not allowed to make an instant decrease in 
velocity (valve-type shut-off devices). This device shall be restricting the 
spread of pressure wave attack.

Water loss may be defined as that water which having been obtained from 
a source and put into a supply and distribution system is lost via leaks or is 
allowed to escape or is taken there from for no useful purpose. “Water loss” 
is usually considered as “leakage” and “water-loss reduction” referred to as 
“leakage control.” Water loss is usually quantified on the following basis:

Water loss = (Quantity of water put in to supply)  
− (Nondomestic usage + Domestic consumption)

Nonrevenue Water

To allow for leakage and quantities termed as “other water uses,” the term 
nonrevenue water (called NRW) or “unaccounted for water” is used (called 
UFW). This is a good way of distinguishing it from the useful water supplied 
to both domestic and nondomestic consumers, which is grouped together as 
“accounted for” water. The classic leakage control formula is

 ( )( ) ,U S M A P= − + ×  (10.1)

where U is the unknown or unaccounted for quantities of water including 
leakage; S is the sum of all water inputs into a system; M is the sum of all 
water accounted for by measure (metered supplies, domestic, and nondo-
mestic); A is the average domestic usage per capita of population; and P is 
the population supplied (nonmetered).

Total integrated flow formula:

 ( ) ,U S M A P= − + ×  (10.2)

where U is the unaccounted for water; S is the total volume supplied; M is the 
metered use; A is the per capita use; P is the population supplied unmetered.

Old iron mains still form the majority of mains and they are the worst 
culprits for leakage. They suffer from both external and internal corrosion 
attack which progressively weakens them. Iron mains can then crack and 
leak or holes form due to the corrosion process. Once the leakage occurs, 
which may be finally precipitated by an increase in pressure, flow, or 
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temporary change, it will worsen. This may occur steadily, or rapidly degen-
erate into a large burst. Cases of subterranean caverns beneath metallic road-
ways are known where the escaping water hollows out a void by its pressure 
jet. Concrete lining of iron pipes mains virtually stops internal corrosion but 
have no effect on external corrosion. Asbestos cement pipes mains normally 
fail by cracking, acting as a beam under load, and the subsequent collar 
repair can be a source of future trouble.

The unplasticized polyvinyl chloride (UPVC) pipes are not thought to 
contribute largely to the total water lost. Failures in the early plastic pipes 
have been frequent in large diameter sizes, and the pipes usually fail by shat-
tering. Joint ring failure is sometimes a problem.

Medium-density polyethylene pipes are still a relatively recent introduc-
tion but their performance to date is excellent, provided they are jointed 
properly. Furthermore, polyethylene pipes are still being improved, which 
can only be good for the future.

Steel pipes mains only form a small proportion of mains and these are 
usually in aqueducts with cathodic protection. Steel fails usually with pin 
holing, necessitating welded patch repairs.

Clearly soils influence corrosion and leakage rates. Some light soils 
scarcely affect the pipes while others such as alluvium are very aggressive. 
Trench back-fill of sulfate-rich ashes is especially corrosive. Water fed into 
supply should be carefully controlled for quality. It should be checked to 
ensure that it is not plumbo-solvent. Certain natural waters have a higher 
rate of attack on iron pipe than others. Seasonal variations in climate have 
a marked effect upon leakage levels. For instance, a hard winter induces 
ground movement in the “freeze/thaw” cycle, and this causes a high number 
of bursts. In a similar way, a long drought causes ground movement, and 
again often results in an increase in the number of bursts. This may distort 
leakage estimates for particular years. Sudden saturation of dried out subsoil 
can also cause problems through local “heave.” Mining subsidence can 
create successive tension and compression of the pipe work causing joint 
movement or failure of the pipe. Removal of support from thrust blocks 
can lead to excessive joint movement. It should be noted that this can also 
be created by excavation adjacent to the thrust block destroying passive 
ground pressure at the supporting face. Dissimilar metals between pipes and 
fittings (e.g., just a position of copper and stainless steel) can cause galvanic 
corrosion. This must be avoided by reference to guidance in bylaws/regula-
tions/standards, etc. Electrical earthing of buildings to the water fittings has 
been prohibited in the United Kingdom since 1961. It was common before 
that time, and faulty electrical fittings can create a “to earth” potential onto 
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water pipes which, in turn, will create corrosion and eventual leakage. It 
should also be noted that this now obsolete practice can make service pipes 
(and mains to some extent) electrically live and dangerous. Temporary earth 
loops must be used.

A properly designed distribution system should prevent some vulnera-
bility to leakage at the outset. Such design would assess the need for cathodic 
protection of steel and ductile iron mains. It would ensure that all mains with 
unrestrained flexible joints had appropriately sized and positioned concrete 
thrust blocks at all changes of direction and blank ends. All mains and 
services should be laid with the correct amount of cover to the surface, and 
appropriately distanced from other underground services. The use of marker 
tape sited 300 mm above the main will alert excavation to the presence of the 
main, thus preventing incidental damage and ensuing leakage. Where plastic 
pipe is used, such tape should have a metallic strip incorporated to assist with 
location equipment. Correct sizing of mains at the outset, considering such 
factors as peak flow, fire-fighting requirements and future development, will 
prevent the temptation to “force” more water through by increasing pres-
sures at a later date. Oversized mains also need to be avoided, particularly 
from a water quality point of view. There is no substitute for good workman-
ship of the initial installation in preventing future leakage. Pipe handling, 
bedding, laying, jointing, and backfilling must be to a high standard. Extra 
care should be given to repair work, as a repair does represent a potential 
weakness to the integrity of the system. It is obvious that all materials used 
in the distribution system must comply with relevant standards for long-term 
usefulness be of a high quality, be appropriate to the surrounding conditions, 
and be of the correct operational capabilities. It should also be ensured that 
the same standards apply to repair materials, and that poor substitutes are not 
used for permanent repairs. High pressure equals high leakage. This factor 
is very important in leakage control and will be discussed in more detail 
in a subsequent section. This may seem obvious but it is very important 
to remember that a small increase in the size of the leak has a big effect in 
terms of volume leaked. Figure 10.1 illustrates this for a constant pressure of 
water. The longer a leak is left to run, the bigger the hole will get.

A speedy location and repair of leaks is essential to reduce waste levels. 
A leak running for a long time can waste just as much water as catastrophic 
trunk main burst which is repaired quickly. Time before discovery, time to 
detect, and time to repair are the major components. Leakage will only be 
reduced by sustained, determined detection, and rapid repair. “Find and Fix 
Fast” is an appropriate axiom. Severe pressures can be generated by the 
rapid operation of isolating valves, thus precipitating bursts and leakage. 
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Ironically, rapid recharging of a system following leakage repair work can 
cause further damage and leakage. Valve closures and mains recharging work 
should therefore be carried out in a steady, controlled manner. This is partic-
ularly relevant when mains scraping and relining is taking place. Similar 
care must be taken during mains flushing, swabbing, and air scouring. The 
aging process cannot be stopped and increasing leakage is indicative of dete-
riorating structural condition. It should therefore be recognized that a real-
istic and consistent level of renewal of the infrastructure is an essential part 
of leakage strategy development. This may be achieved by targeted mains 
relining (where iron pipes are in use and corrosion is mostly internal) or by 
targeted mains replacement. The former has little, if any, impact on leakage 
rates from those mains, whereas the latter should eradicate it for a substantial 
period of time if done well. The modern techniques of mains replacement 
have substantially cut excavation and backfilling costs. It is essential that the 
renewal of service pipes is included in such work for the greatest benefit. 
Leakage grows with time, and without action to curb it would grow to a 
point where supplies would be unsustainable. Passive control, that is, the 
repair of bursts and leakage showing on the surface, and the elimination of 
poor pressure and flow complaints, is the minimum possible response. This is 
required to prevent damage to persons and property and to maintain supplies 
to customers. The actual leakage level reached will depend on how quickly 
low pressure and flow will be experienced and other factors, such as how 
quickly leakage appears on the surface and is reported. For any given area in 
the distribution system, there will be a characteristic growth rate. This char-
acteristic growth rate will be affected by changes in the physical elements 
of the system, such as rehabilitation of mains, renewal of service pipes, and 
changes in pressure. Sooner or later, leakage control must be associated 
with a program of mains renewal to maintain the supply/demand balance. 
However, improvement of mains and services is expensive and clearly, for 
the system as whole, is very much a long-term strategy. Reduction in pres-
sure is also effective in reducing both the volume of leakage and its rate of 
growth, although there is some doubt whether the latter effect persists in the 
long term. The scope for pressure reduction is, of course, limited, given that 
adequate supplies to customers must be maintained. To reduce the natural 
level of leakage at any pressure, a program of leakage detection must be 
planned, coordinated and implemented. The effects of the introduction of 
various levels or frequencies of leakage detection are again illustrated in 
Figure 10.1. This shows clearly the need to maintain a consistent level of 
effort if the required leakage level is to be maintained. It is not sufficient to 
put in a high level of resource for a short period, as any slackening of effort 
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will lead to an increase in leakage over a period of time. Given that no two 
water distribution systems are identical in terms of physical or economic 
characteristics, it is not possible to determine the most appropriate leakage 
control policy in a general manner. The best policy for any given system will 
depend on its particular characteristics.

FIGURE 10.1 Graph to show growth of leakage with time.

The economic balance of searching for and repairing leakage, and of 
controlling it to an acceptable level, is a complex issue. Typically, a leakage 
percentage of below 10% or even 15% may not be economic to pursue. 
In other words, the effect of hunting down, identifying, and repairing the 
leakage costs more than the value of the water saved. These remarks need to 
be heavily qualified however. For instance, a modern housing estate could 
have a serious problem with 10% leakage, whereas an old area with a stub-
born leakage of 30% may require a mains renewal scheme. Each area will 
have its own intrinsic economic leakage level. In the United Kingdom, 
historically, a quantity equivalent to 55 l/prop/day was deemed too expen-
sive to find and repair and was termed “acceptable leakage.” It was further 
suggested that of the “acceptable leakage,” the quantity of leakage which 
was undetectable approximately 30 1/prop/day. In addition to the volume 
of water lost, its scarcity and marginal cost per megaliter are vital factors. 
In an area of rising demand, needing to promote, build and commission a 
new source, intensive leakage control activity would be essential. In an area 
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which relied upon pumped supplies with high electricity costs, a high degree 
of leakage control would make sense and have priority over an area with 
plentiful supplies fed by gravity. It is increasingly accepted that an active 
approach of searching for leakage is preferential in cost/benefit terms to a 
passive approach of only reacting when the situation has deteriorated.

This relates not only to the water supplier’s distribution system but also 
to private pipe work where customers are encouraged to carry out repairs on 
any leakage detected. Active control would usually involve the monitoring 
of flows in a distribution network by using a system of permanently installed 
distribution meters. If unexpectedly high flows of water are observed, these 
are immediately investigated; leakage detection teams being carefully 
directed to ensure that leakage is maintained within defined criteria (such 
criteria being prepared using an acceptable cost/benefit basis). It is obvious 
that monitoring which does not initiate further action is unproductive. It 
will also be unproductive if, when further action is worthwhile, resources 
are not available to proceed with location of the leakage. An active policy 
requires expenditure on meter installations, etc. and the day-to-day oper-
ating costs of leakage detection teams. The following benefits should be 
achieved:

• It minimizes leakage and, hence, reduces the loss of water in mone-
tary terms.

• It results in an overall reduction of water demand.
• Limited water resources are conserved for legitimate use and 

rationing, etc. is avoided.
• It reduces operating costs (savings on electrical power and chemical 

treatment costs).
• Work is planned (rather than acting in response to emergency).
• Dangerous leakage is minimized (e.g., freezing water on highway).
• Customer perception is improved.
• Capital expenditure requirements on treatment works, reservoirs, and 

mains are reduced.

Because of their potential, it is worth noting that active leakage detec-
tion in the future is likely to increasingly employ acoustic loggers, some 
permanently installed. This could result in larger meter areas and, hence, 
fewer district meters. A well-managed active leakage detection policy 
ensures that the cost of the leakage detection teams and the repayments of 
the capital necessary to establish the system is exceeded by the value of the 
water saved.
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It is applicable if:

• The cost of water production is high.
• The sources of water have limited capacity and cannot meet normal 

and/or foreseen demand.
• Bursts are “invisible” due to the strata.
• The quantity of water being put into supply is increasing at an unac-

ceptable rate.

Leakage reduction and control is a long-term activity and should be 
regarded as a part of good distribution management. Occasional short bursts 
of effort are unlikely to produce lasting results because distribution systems 
continue to deteriorate for one reason or another. If only the obvious leaks 
are repaired, leakage levels will still increase, as will consumer problems. 
The development of a long-term leakage control strategy is therefore essen-
tial if water supply and distribution systems are to be effectively managed. 
Such development needs to be flexible, with occasional reviews to ensure 
that the strategy adopted is the most appropriate one for the situation. Cost/
benefit analysis is important in this regard. “Active” leakage control (i.e., 
finding and repairing leaks before their presence becomes obvious or gener-
ates problems) has been found to be a cost-effective method of reducing 
water supply deficiencies. A planned approach should result in lower 
complaint costs, and lower repair and maintenance costs. The establishment 
of controllable, manageable areas [district meter areas (DMAs)] within a 
distribution system, whose demands are easily monitored, has been found to 
be extremely helpful for effective leakage control and supply management. 
It forces plans to be updated, locating mains and buried fittings. It introduces 
new valves to give better operational control. It locates illegal connections 
and identifies malfunctioning meters and public supplies. In the very process 
of this setting up work, leakages and wastages are found and repaired. It 
enforces good housekeeping. Regard has to be given, however, to the mini-
mization of dead ends and their associated quality problems. Leakage reduc-
tion requires a dedicated core of highly trained, specialist personnel using 
appropriate “state-of-the-art” equipment and techniques. Local knowledge 
is essential together with an understanding of the day-to-day operation of 
the distribution system and demand patterns. Support can be obtained from 
specialist agencies/contractors, given precise briefs and targets. Personnel 
motivation, good communication, and synchronization of activities and 
continuous feedback of decisions/results cannot be over-emphasized. This 
is vital for understanding, efficiency, and success. Everyone should be 



154 Applied Chemistry and Chemical Engineering: Volume 1

included, from planners to repair teams. The organization of leakage control 
personnel can vary widely. Distribution personnel can either be organized 
as a specialist team, or be integrated into general distribution system oper-
ational duties, and spend only part of their time on leakage control. It is 
generally accepted that to properly pursue active leakage control and to meet 
agreed monitoring/detection frequencies, it is necessary to set up specialist 
teams. However, general operational duties cannot and should not be entirely 
divorced from leakage control. Technical support is required for design and 
modification of district metering, computer systems support, compilation 
of base data for DMAs, production of reports, overall-performance moni-
toring, production of drawings, system records updating, and for problem 
solving. Clerical support is required for computer input and administrative 
duties such as serving notices relating to private pipe repairs. Skilled and 
knowledgeable technical support is crucial if the mass of data now regularly 
available is to be handled and analyzed to the best advantage for the leakage 
reduction effort. Good leakage control depends upon good and progressively 
improving data. To achieve this, it is necessary to establish and keep an audit 
trail of data, building from individual DMAs and their component data up 
to the regional total figures for the water supplier. These can be collected in 
the two data streams of

• Aggregated night-lines/“bottom-up” calculation
• Total integrated flow/“top-down” calculation.

Network analysis is the term used to describe the “analysis of water flows 
and head losses in a pressurized distribution system under a given set of 
demand conditions on the system.”

A network is the collection of pipes, valves, booster pumps, and service 
reservoirs forming the water distribution system. Due to the complexity of 
most distribution systems, it was normal to simplify the system by consid-
ering only the key mains. With the development in recent years of computer 
hardware and software, it is now possible to include all reservoirs and 
mains in a distribution system, and all the various control features, with 
their operating constraints and regimes. The demands and demand patterns 
on a network are also vital ingredients and are made up of a number of 
components:

1. domestic demand;
2. metered industrial/commercial demand; and
3. unaccounted for water including leakage.
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This is the process of calculating the flows and head losses in a network 
for a given set of demand conditions. Two types of analysis are normally 
used:

• In a snapshot analysis, the flows and head losses are considered 
at only a single given set of demand conditions. This is frequently 
expressed as a single time interval.

Dynamic or extended time

• In each dynamic analysis, the flows and head losses are considered for 
a series of varying demand conditions. This is frequently a 24-h time 
period and is the sort of analysis that is now most commonly used. 
The power and speed of computing for network analysis continues to 
improve.

A network model is basically an intelligent mains record drawing—
allowing one to access hydraulic data as well as the position of the mains 
in the ground. A model represents everything we know about a particular 
distribution system. It will have been calibrated by the model builders to 
ensure that within reason, the model gives the same flows and pressures as 
the real system. This is done by comparing the results from the model with 
huge amounts of data from field tests. It is essential to know the system of 
configuration on the calibration day—that is, the day chosen as the most 
“typical” from the field test. The calibration process will find any significant 
problems with the model’s representation of the distribution system, but not 
all of them. To calibrate a model, it is necessary to get the pressures right 
within one meter at virtually all points in the system at all times of day. Once 
the model is created, it has to be converted to what is known as an average 
day model. To do this, the model builder converts the demands on the model 
to average demands by comparing the demands for that area with the test 
day.

If there is a disagreement between the computed flows and the measured 
flows, a number of factors can be involved. The more common are listed 
below:

• Incorrect estimates for model demands
• Incorrect assumptions for hydraulic resistances
• Wrong pipe lengths or diameters
• Unsuspected network cross-connection
• Closed valves/opened valves
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• Bypasses around pressure reduction valve (PRV) or meters
• Restrictions in mains
• Pressure measurement on “rider” main.

The process of model building can thus uncover many problems which 
may go unnoticed until a burst occurs, often wasting time and money.

Network analysis is a powerful tool for the effective management of 
distribution systems. Once a model exists, it allows any user to experiment 
with system changes before they are tried out on the ground. These could 
be such things as checking what reinforcements are needed to supply a 
new development, so that levels of service are not affected somewhere 
else, perhaps miles away. The model could help maximize the utilization 
of low cost supplies, and in pumped distribution systems, minimize the 
cost of pumping. It could also ensure that levels of service are achieved at 
customer taps by identifying areas of inadequate or excessive pressures, 
and areas of high leakage; corrective measures could then be simulated. It 
might be used for planning a trunk main shut-off, with effects over wide 
areas, perhaps to see how long the reservoir storage will last. It can be used 
to check on rehabilitation problems—reline, renew, or upsize. It can also 
be used to design pressure reduction or to alter distribution areas. As the 
techniques improve, it will also be used to investigate water quality prob-
lems. Network models can already tell us how old the water is throughout 
a system and how that changes during the day. They can also be used to 
tell us how different source waters blend in the system at different times 
of the day. All these might point to problem areas and show the results on 
water quality of system changes. Network models give us a better picture 
of the system operation, and help improve levels of service. A lot of money 
can be saved on capital schemes by using models to find out what size 
mains are really needed, or to sometimes find ways of not laying new 
mains at all. Network models may be useful in locating large leaks by 
comparing modeled pressures against actual. Large leaks cause a lowering 
of pressures. Network models are not perfect, but they are the only tool 
available to provide such detailed hydraulic information. In the past we 
often had to guess about the behavior of complex systems. Distribution 
management is an important activity which has considerable impact on 
customers. The costs of distribution operations are high. It is therefore 
vital that management decisions are taken in a framework of knowledge 
and understanding of how the system operates. The development of DMAs 
as part of a structured operation of the distribution system allows the 
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network to be operated in a planned way. This planned approach inevi-
tably leads to better understanding and control of the distribution system, 
updated and more comprehensive records, fewer consumer complaints, 
and closer control of labor. Such an approach helps to ensure that distribu-
tion managers can meet the primary objectives to the maximum benefit of 
the customer and the water supplier. DMAs are the basic building blocks 
of a zoned distribution system. They provide a manageable unit by which 
the distribution customer and performance information can be linked to 
other activities and data systems.

Their fundamental characteristic is that their boundaries are closed 
except for defined, measured inputs and outputs. Ideally, this should be a 
single metered input, but this is not always achievable in practice. DMAs 
in the United Kingdom are generally between 1000 and 5000 properties in 
size, and they have similar topography with limited head loss within their 
area even and allow pressure and leakage to be managed most effectively. 
Larger areas are possible from a detection point of view if acoustic logging 
is part of the detection policy employed. The principles of DMA design and 
structure are very simple. Nevertheless, where possible, the design should 
be checked using network analysis to ensure that pressures are sustained 
at all likely demands, that no unnecessarily long water retention periods 
are created and that water quality variations are within an acceptable 
range—larger areas usually means less “dead ends.” System record plans 
are required, preferably at a scale of 1:2500, together with property count 
data. This information is used, together with the local system operator’s 
knowledge, to define the boundaries of each DMA. Other important consid-
erations in this process are as

1. to cross the fewest number of distribution mains (helped by using 
natural boundaries such as railway lines, canals and major roads), 
thereby reducing the number of meters used and the number of 
closed valves (which can lead to water quality problems);

2. to avoid districts with high outflows (this leads to inaccuracy in 
calculation of district demand as any changes in demand will be a 
small proportion of the total flow measured).

Having defined the limits of a DMA, it will normally be necessary to trial 
the area in practice. It will be necessary to ensure that all stop (stand shut, 
boundary) valves perform correctly, and that satisfactory flows and pres-
sures are maintained throughout the DMA.6–16
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10.2 MATERIALS AND METHODS

In practice, DMAs often have to be checked very carefully during estab-
lishment. Unforeseen difficulties may be found, such as buried, or closed 
valves, or even unknown pipes. These problems are often discovered when 
the DMA is first modeled and anomalies in the model are investigated. Once 
satisfactorily piloted, the DMA can be fully established. This will require

1. the installation of flow meters at all inlets and outlets;
2. the closing and marking of all boundary valves;
3. the installation of flushing, or “OXO,” points; and
4. the updating of plans, records, and related information systems.

The simple checklist below can be used to ensure that all of these activi-
ties are performed before a DMA is commissioned.

For a DMA, both rigid-column flow and transient analyses will treat 
in pipe networks. Hydraulic transients can lead to the following physical 
phenomena High or low transient pressures that may arise in the piping and 
connections in the share of second. They often alternate from highest to 
lowest levels. High pressures are a consequence of the collapse of steam 
bubbles or cavities are similar to steam pump cavitations. It can yield the 
tensile strength of the pipes. It can also penetrate the groundwater into the 
pipeline.17–58

High-speed flows are also very fast pulse pressure. It leads to temporary 
but very significant transient forces in the bends and other devices that can 
make a connection to deform. Even strain buried pipes under the influence 
of cyclical pressures may lead to deterioration of joints and lead to leakage. 
In the low-pressure pumping stations at downstream, a very rapid closing 
of the valve, known as shut-off valve, may lead to high-pressure transient 
flows.

Water column, usually, are separated with sharp changes in the profile 
or the local high points. It is because of the excess of atmospheric pressure. 
The spaces between the columns are filled with water or the formation of 
steam (e.g., steam at ambient temperature) or air, if allowed admission into 
the pipe through the valve. Collapse of cavitation bubbles or steam can cause 
the dramatic impact of rising pressure on the transition process. If the water 
column is divided very quickly, it could in turn lead to rupture of the pipe-
line. Vapors cavitation may also lead to curvature of the pipe. High-pressure 
wave can also be caused by the rapid removal of air from the pipeline. Steam 
bubbles or cavities are generated during the hydraulic transition. The level 
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of hydraulic pressure or energy gradient or pressure in some areas could fall 
low enough to reach the top of the pipe. It leads to subatmospheric pres-
sure or even full-vacuum pressures. Part of the water may undergo a phase 
transition, changing from liquid to steam, while maintaining the vacuum 
pressure. This leads to a temporary separation of the water column. When 
the system pressure increases, the columns of water rapidly approach to each 
other. The pair reverts to the liquid until vapor cavity completely dissolved. 
This is the most powerful and destructive power phenomenon. If system 
pressure drops to vapor pressure of the liquid, the fluid passes into the vapor, 
leading to the separation of liquid columns. Consequently, the vapor pres-
sure is a fundamental parameter for hydraulic transient modeling. The vapor 
pressure varies considerably at high temperature or altitude. Fortunately, 
for typical water pipelines and networks, the pressure does not reach such 
values. If the system is at high altitude or if it is the industrial system, oper-
ating at high temperatures or pressures, it should be guided by a table or a 
state of vapor pressure curve vapor liquid. The single-phase (pure liquid) 
hydraulic transient equations are the method of characteristics finite differ-
ences (FDs), wave-characteristic method, finite elements (FE), and finite 
volume. One difficulty that commonly arises relates to the selection of an 
appropriate level of time step to use for the analysis. The obvious trade-off 
is between computational speed and accuracy. In general, for the smaller the 
time step, there is the longer the run time, but the greater is the numerical 
accuracy. An evaluation of surge or pressure wave in elastic is the case with 
the free water bubble. It started with the solving of approximate equations 
by numerical solutions of the nonlinear Navier–Stokes equations based on 
the MOC. Then, it derived the Zhukovsky formula and velocity of surge or 
pressure wave in an elastic case with the high value of free water bubble. 
So the numerical modeling and simulation which was defined by “MOC” 
provided a set of results. Basically, the “MOC” approach transforms the 
water hammer partial differential equations into the ordinary differential 
equations along the characteristic lines.

It is defined as the combination of momentum equation and continuity 
equation for determining the velocity and pressure in a one-dimensional 
flow system. The solving of these equations produces a theoretical result 
that usually corresponds quite closely to actual system measurements 
(10.3–10.37):
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Both sides are divided by m  and with assumption:

 

sin

1 4 1 d
d

,

S
Z V

S S D g t

θ

τ
γ

∂Ζ
= +

∂
∂Ρ ∂

− ⋅ − − = ⋅
∂ ∂ ∂

 (10.4)

2

.4
DA Π⋅∆ =

If fluid diameter assumed equal to pipe diameter, then:

 041 ,Z
S S D

τ
γ γ

− ∂Ρ ∂
⋅ − −
∂ ∂ ⋅

 (10.5)

 

2
0

2

1 ,
8

1 1 d ,
2 d

f V

Z f V V
S S D g g t

τ ρ

γ

= ⋅ ⋅

∂Ρ ∂
− ⋅ − − ⋅ = ⋅

∂ ∂
 (10.6)

 2 d 1 d| |, . 0.
d d 2
V Z fV V V g V V
t S S Dρ

∂Ρ
= + + + =

∂
 (10.7)

(Euler equation)
For finding (V) and (P), we need “conservation of mass law”:
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( )( )d dK ρ ρ ρ=  (Fluid module of elasticity), then
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(Continuity equation)
Partial differential equation is solved by method of characteristics 

(MOC):
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2C λ λ=  (by removing dS/dt), .Cλ = ±

For λ = ± C from eq 10.18, we have
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For λ = – C, by (10.16):
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The method of characteristics is a finite-difference technique where pres-
sures were computed along the pipe for each time step.

Calculation automatically subdivided the pipe into sections (intervals) 
and selected a time interval for computations. Equations are the characteristic 
equation.
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If: f = 0, then equation will be

d d
d d
V g H
t c t

− ⋅ = 

or

 d d (Zhukousky),CH V
g

 
=   

 (10.28)

If the pressure at the inlet of the pipe and along its length is equal to p0, then 
slugging pressure undergoes a sharp increase:

Δp: p = p0 + Δp.

The Zhukousky formula is as following:
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The speed of the shock wave is calculated by the formula:
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where , , , , ,
e i e iL R L RV V H H f D  are initial conditions parameters.

They are applied for solution at steady state condition. Computational 
fluid dynamics software equations calculation starts with pipe length L 
divided by N parts:

For internal points PN through PN, H and P1 are found.
Hence:
At P1, there is only one characteristic line (c–)
At (c+), there is only one characteristic line (c+).

10.3 RESULTS AND DISCUSSION

For finding V and V at P1 and PN+1, the boundary conditions are used. The 
challenge of selecting a time step is made difficult in pipeline systems by 
two conflicting constraints. They are defined by dynamic model for calcu-
lating many boundary conditions, such as obtaining the head and discharge 
at the junction of two or more pipes. It is necessary that the time step be 
common to all pipes. The second constraint arises from the nature of the 
“MOC.” If the adjective terms in the governing equations are neglected (as 
is almost always justified), the “MOC” requires that ratio of the distance x to 
the time step t be equal to the wave speed in each pipe. In other words, the 
Courant number should ideally be equal to one and must not exceed one by 
stability reasons and simulation of max pressure variation:
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FIGURE 10.2 Simulation for max pressure variation (first record).

FIGURE 10.3 Simulation for max pressure variation (second record).
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FIGURE 10.4 Simulation for max pressure variation (third record).

FIGURE 10.5 Simulation for max pressure variation (fourth record).
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FIGURE 10.6 Simulation for max pressure variation (fifth record).

FIGURE 10.7 Simulation for max pressure variation (sixth record).
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FIGURE 10.8 Simulation for max pressure variation (seventh record).

FIGURE 10.9 Simulation for max pressure variation (eighth record).
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FIGURE 10.10 Simulation for max pressure variation (ninth record).

FIGURE 10.11 Simulation for max pressure variation (10th record).
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FIGURE 10.12 Simulation for max pressure variation (11th record).

FIGURE 10.13 Simulation for max pressure variation (12th record).
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FIGURE 10.14 Simulation for max pressure variation (13th record).

A methodology to estimate wave speed in each pipe and its relation 
with background minimum night flows (MNFs) for water networks in indi-
vidual DMAs, given all relevant local characteristics (mains length, number 
of households and nonhouseholds, pressure), are potentially of significant 
value. It could indicate the night flow at which it is no longer appropriate 
to allocate resources to try to locate significant unreported bursts in that 
DMA. Such a methodology also provides an independent check on the MNF 
achieved when a DMA is initially set up, after the “best practice” of thor-
oughly checking the DMA for leaks by step-testing and sounding has been 
carried out. The background night flow losses (when no bursts exist in a 
DMA) can be calculated for any DMA (given L (length of mains in km), N 
(number of properties), AZNP (average zonal night pressure in m)) from the 
following equation:

 NFLB (l/h) = (C1 × L + (C2 + C3) × N) × PCF, (10.38)

Using the following values of C1, C2, and C3 from Table 10.1 and the pres-
sure correction factor (PCF) from Table 10.2, based on the UK research of 
the 1980s, are calculated.
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TABLE 10.1 Night Flow Losses.

Background losses component Units Low Average High
C1: Dist mains l/km/hr 20 40 60
C2: Common pipes l/prop/hr 1.5 3 4.5
C3: Supply pipes l/prop/hr 0.5 1 1.5

TABLE 10.2 Pressure Correction Factors.

AZNP (m) 20 30 40 50 60 70 80 90 100
PCF 0.329 0.529 0.753 1.00 1.271 1.565 1.884 2.226 2.592

Once established, DMAs need to be maintained. For two adjacent 
DMAs, the opening of a single boundary stop valve is sufficient to destroy 
the accuracy of DMA-demand monitoring. A regular regime of meter read-
ings, boundary valve checks, and pressure monitoring must therefore be 
established for each DMA. For leakage control purposes, it is necessary 
to establish the number of domestic properties, and the demand of major 
industrial users within each DMA. This requires regular, usually weekly, 
reading of DMA meters and loggers, preferably with the input of the infor-
mation into a computer analysis program. Careful inspection of the meter 
and logger readings can quickly spot any unusual results. This can be used to 
trigger leak detection follow-up work. Simple management procedures must 
be introduced to ensure that the integrity of the DMA is maintained, other-
wise the cost and effort of establishment and monitoring will be wasted. The 
following details are worth noting for effective management:

• All boundary valves should be kept tight closed and a regular checking 
program should be followed

• All boundary valves should be clearly marked and identified
• Valves within the DMA should be fully open
• Status quo should be re-established after bursts, rehabilitation, or 

other operational necessity.
• High-pressure DMAs should be examined for pressure reduction.
• Logger readings of low pressure should be investigated to determine 

whether leakage is indicated.
• Leakage within the DMA, whether visible or not showing, should be 

repaired promptly.
• DMA meters should not be valued out.
• DMA meters and loggers should be operating normally.
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• PRV areas should be properly isolated and operating.
• Plans should be up to date and show new property.

The principal benefit of DMAs is that the key characteristics (e.g., 
demand, quality, and cost) of a well-defined area of the distribution system 
can be closely monitored. The results of this monitoring allow manage-
ment action to be prioritized and targeted on where it is most cost effective. 
Specifically DMAs impact on

1. leakage control;
2. pressure management and levels of service;
4. asset maintenance and renewal;
5. the monitoring and maintenance of water quality; and
6. the planning and programming of repair and maintenance work.

Perhaps, the most important benefit of DMAs is a little less tangible. Together 
with a zoned approach to distribution management, they provide a better 
knowledge of how the system works and how water gets to the customers in 
an appropriate condition. This allows the water supplier to focus attention 
on those activities which produce most benefits to customers—a pro-active 
rather than a reactive approach. For example, flow reversals and retention 
times can be minimized and more consistent pressures established. This 
results in a better knowledge of the system, improved demand management, 
better and more consistent service to customers, all at a lower, long-term cost 
to the water supplier. All inflows and outflows of zones are measured contin-
uously, including the effect of any increase or decrease in storage. Zones 
are too large to identify small leakages, as again these will be swamped 
by normal daily variations. However, they could possibly identify major 
leakage, especially if daily readings are collected. Zone metering may also 
be useful for comparing the performance of different leakage control teams, 
or for collecting together data for parts of this system with similar char-
acteristics such as unit cost, age, urban/rural character. Within each zone, 
there will be several DMAs. District metering may be considered as the first 
level of metering which can be used for leakage detection, the previous two 
levels being used for performance assessment and monitoring rather than 
detection.

The original concept of district metering was to measure the total volume 
entering the DMA between the reading intervals and hence to calculate the 
average daily demand. This would then be compared to previous readings, 
and also to the readings for all other DMAs for that period to assess climatic 
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effects. A significant increase in demand, not generally reflected across the 
system, would signify a likely increase in leakage. Normally, a second cycle 
of readings would be taken to confirm the result before further action was 
taken.

This procedure suffered from a number of disadvantages:

1. It was insensitive as leakage would not be identified until it exceeded 
a significant proportion of the daily demand, normally at least 10%.

2. The time taken to identify the leakage and initiate further action 
would be two reading intervals.

3. It was not possible to differentiate between increases in leakage and 
increases in metered consumption, except for very large consumers 
whose meters may have been read as district meters.

4. Elimination of climatic factors and holiday effects was difficult, and 
very much a matter of judgment and experience.

Due to the large numbers of meters likely to be involved, it may not be 
economic for all these meters to be on telemetry, in which case data must 
be collected by site visit. The frequency of data collection and analysis 
may itself be limited by the amount of resources which can be economi-
cally justified to undertake this activity. This can be varied with the leakage 
growth characteristics of the area. However, district meters are now usually 
fitted with data loggers which will record, in addition to the total flow, the 
night flow over a specified period for a number of nights. This immediately 
achieves a better than fivefold improvement in the sensitivity of the method 
in the original concept, as night flows will normally be less than 20% of the 
average daily flow and will suffer less variation due to demand. The time 
taken to identify leakage is reduced to one reading interval as the night flow 
readings will confirm the leakage, unless it occurred at the end of the period. 
The effect of climatic variation is significantly reduced, although care may 
be needed on occasions when garden sprinklers may be left on overnight. 
Differentiation between leakage and metered use is easier, as any increase 
in metered use is less likely to take place at night, particularly at weekends. 
Logger manufacturers usually provide powerful software to analyze and 
manipulate recorded data. The equipment and economics associated with 
data collection are changing. Some Water Suppliers are beginning to move 
in favor of automated, remote, and centralized interrogation of intelligent 
data loggers at meters, monitoring pressure as well as flow. The primary use 
of net night flow data is to provide operational data on which to decide on the 
need for further action. The MNF can be readily measured with reasonable 
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accuracy for both district and waste meter areas, allowing small changes in 
flow volumes to be observed. Determination of the night metered consump-
tion is more difficult. In many areas, it will be negligible and can be ignored. 
Where it is not deemed negligible, the alternative methods available to deter-
mine it are as follows:

1. Use a percentage of average daily consumption. This is satisfactory 
where the total nondomestic consumption is relatively small.

2. Measure MNF immediately prior to and during a “bank holiday” 
period. The difference will give the night consumption of industrial 
users who shut down for the holiday. Some allowance will still be 
required for commercial users with an element of domestic type 
consumption and for industrial users with continuous processes.

3. Do a telephone survey of major consumers to determine whether 
there is significant night usage, for example, replenishment of factory 
storage tanks. Some users may be able to supply night consump-
tion data. In addition, on large complex sites there is a possibility of 
misuse of water (e.g., unauthorized use of fire mains), and it may be 
prudent to check such connections before embarking on leak loca-
tion work.

4. Take night meter readings of the major nondomestic users. Use 
data loggers where the meters are logger compatible—consider 
changing/converting old meters on major users where this is not the 
case.

5. Trade effluent data may provide useful information. It must also be 
remembered, however, that while domestic consumption is reduced 
to a minimum by measuring flows at night, it is not eliminated 
entirely. Research in the United Kingdom suggests an allowance of 
about 21/prop/h, which includes minor undetectable leakage such as 
dripping taps and passing ball cocks. This consumption is included 
in the net night flow figure. The increasing use of domestic appli-
ances overnight using economy electricity tariffs is also a factor 
which may need consideration.

Pressure is one of the most frequently measured parameters in the water 
industry, often being measured alongside flow. Many methods of measure-
ment are in usage, but pressure transducers have become the most common 
means in distribution systems. They operate by converting fluid pressures 
into electrical signals.
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Pressure measurement typically takes place for:

• General monitoring of the distribution system.
• Specific monitoring at critical points (levels of service).
• Particular consumer problems of inadequate pressure.
• Co-ordination with particular flow tests, for example, new housing 

estates, high-rise flats, industrial consumers, fire-fighting installa-
tions, and fire hydrants.

• Network-analysis calibration.

Pressure management is a major element in a leakage management 
strategy. Pressure reduction is probably the simplest and most immediate 
way of reducing leakage within the distribution system. Its benefits are 
immediate. Even where already practiced, it is likely to be worthwhile to 
re-examine and reset equipment and schemes to take advantage of progres-
sive technical developments, and local-system alterations. Pressure manage-
ment can be accomplished in a number of ways and not just via the instal-
lation of a new PRV. In fact, the generation of pressure almost always costs 
money, so reducing pressure by means of a PRV is intrinsically inefficient.

The following options should be considered first:

• Re-zoning the area supplied to match input head to topography and 
minimize system losses. This may include boosting to a smaller, crit-
ical area, reinforcing or reconditioning mains to allow low pressure 
zones to be extended, or transferring demand zones to an alterna-
tive source with a lower overall head. Network analysis could greatly 
facilitate this investigation.

• Matching pump output curves to closely match distribution demands. 
This could include resizing pumps to match known demands, or 
staged or variable speed pumping, or closed loop control using flow 
or pressure signals.

• Installation of break pressure tanks. These generally have a higher 
capital cost and are a potential contamination risk. On account of this, 
they are no longer used in the United Kingdom. Having considered 
these three options, mechanical pressure control devices, typically 
PRVs, provide the next stage in a pressure control strategy. Pressure 
control can:

 ○ reduce leakage;
 ○ reduce pressure-related consumption such as hand washing, car 

washing, etc.;
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 ○ reduce the frequency of bursts, at least in the immediate future—
subsequent savings in repair costs can exceed those due to 
reduced leakage;

 ○ stabilize pressure, decreasing the possibility of pipe work move-
ment and fatigue type failures, and possibly eliminating certain 
household plumbing problems;

 ○ provide a more constant service to customers—large diurnal 
pressure variations may give customers an impression of a 
poorly managed service, and unnecessarily high-pressures raise 
customers’ expectations and perceptions of what is adequate;

 ○ enable a company to standardize on pipes and fittings which have 
a lower pressure rating and are therefore cheaper;

 ○ assist demand management when flow restriction is necessary, 
that is, during drought.

Some examples of the problems that can potentially arise, and their 
consequences, are listed below. Some of these can be designed out of the 
system. In correctly configured systems, this is typically a result of restric-
tions and blockages of individual supplies. Flow and pressure tests at the 
property affected will reveal the location of the problem which can then be 
dealt with in the normal way. Partly closed stop taps and valves are a typical 
problem. Poor pressures may also be the result of pipe work simply being 
undersized, perhaps through corrosion. They may also occur by the setting 
up of the PRV area severing the normal interlinking of the system. This 
should be assessed beforehand at the area design stage.59–68

Noise can be a problem close to PRV installations. Noise is usually 
associated with small valve openings and may be associated with cavita-
tion problems. Attention to pipe work detail and valve settings can reduce 
noise levels but it is best avoided by correct selection and sitting. Noise 
through a PRV does create difficulties for leak detection work in the vicinity 
because of its interference. Blockages can occur as a result of mains mate-
rial becoming trapped in the PRV. This may result in failure of the control 
and actuating mechanism and loss of pressure control, leading to excessively 
high or low pressures. Attention to the maintenance of filters and correct 
flushing are necessary to avoid blockages in distribution systems which are 
prone to solids contamination. It is generally recommended that planned 
preventative maintenance be carried out on a 6-month basis. Valves without 
close mechanical tolerances are less susceptible to this type of failure. 
Closing of valves between the PRV and a remote pressure monitoring point 
will result in the PRV attempting to rectify the apparent loss of pressure at 
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the remote point. Typically, this occurs when valves are shut in the course of 
a routine repair. The results of exposing the system to maximum pressures at 
moderate flows will usually be a series of burst mains. This situation should 
be avoided by ensuring that inspectors, in particular, are aware of pressure 
control systems and follow appropriate procedures before closing critical 
valves. Network models can also be used to simulate valve closures prior to 
operation on site to help understand how the system will react.69–76

Under certain circumstances, surges of pressure and flow can cause 
unpredictable PRV behavior. This can result, with certain valves, in the 
piston exceeding its travel and jamming in the fully open or closed posi-
tion. Usually, the surges which cause this type of failure result from valve 
or pump operations which should be examined to minimize the risk. The 
provision of “stops” to limit the travel in mechanical systems can be helpful.

Ordnance survey data alone is insufficient in planning an area from a 
topographical point of view a tall building survey should be undertaken. 
In areas where existing flats rely upon a high-pressure mains supply, pres-
sure reduction may only be possible if the supplier is willing to bear costs 
of pumping and plumbing modifications. Where small boosters are already 
feeding multistory buildings, the lowering of pressures may cause the 
boosters to operate more regularly. The rapid payback of investment and 
reduction in leakage reduced incidence of burst mains and reduced customer 
complaints. A PRV can be defined as a mechanical device which will give a 
reduced outlet (downstream) pressure for a range of flow rates and upstream 
pressures. All PRVs have certain features in common. These are a means of 
controlling the flow (the valve), a means of sensing the pressure differen-
tial between the inlet and the outlet, and a means of actuating the valve. A 
variety of more or less sophisticated means of providing these features have 
been developed by manufacturers.

The two principal categories of PRV are fixed outlet and flow-modulated, 
each with several variations. Generally, fixed outlet characteristics maintain 
approximately the same value of downstream pressure over a range of flow 
rates. The pressure has to be set so that level of service pressure is maintained 
at the target point for the maximum design flow rate. The resultant AZNP 
will be at a higher value than a flow modulated pressure in a similar system, 
since in the latter case, pressures can be optimized for minimum demand. 
In reality, some fixed outlet valves are not always capable of maintaining a 
constant outlet pressure, particularly at low flow when some rise in outlet 
pressure can be experienced. A “pilot” can assist in providing the neces-
sary variable throttling affect to keep a constant outlet pressure as inlet pres-
sures and flows vary. Two pilots with a timed changeover can give a “day” 
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and “night” setting of outlet pressure. Flow-modulated PRVs vary the outlet 
pressure in such a manner that a constant head can be maintained at a target 
point in the distribution system for a range of flow rates and inlet pressures. 
The activating mechanism is responsible for regulating the outlet pressure 
and may be mechanical or electronic or a combination of both. “Look-up” 
tables or telemetry may be involved in the outlet pressure control. Gener-
ally speaking, where head losses across the target area exceed l0 m (night 
time/no-flow pressure minus day-time peak flow pressure) flow-modulated 
devices will provide greater net benefit (in spite of the extra cost) and are to 
be preferred.

Because of advances in control practice and communications, control 
systems for PRVs are becoming more complex and more effective. The 
valves are now fitted primarily to reduce leakage and to some extent pressure 
dependent consumption, rather than the traditional reason of protecting the 
downstream infrastructure. Water suppliers must be seen to be operating effi-
ciently and effectively and must be able to cost justifies their level of leakage 
and works designed to manage leakage, particularly to their customers who 
want to see their costs minimized. Leakage is often seen as synonymous 
with waste, and reducing leakage is seen as a means of saving money. Water 
lost through leakage has a value and so reducing the level of leakage offers 
benefits. However, eliminating leakage completely is impracticable and the 
cost of reducing it to low levels may exceed the cost of producing the water 
saved. Conversely, when little effort is expended on active leakage control, 
leakage levels will rise to levels where the cost of the water lost predomi-
nates. Water suppliers must therefore strike a balance between the cost of 
reducing leakage and the value of the water saved. The level of leakage 
at which it would cost more to make further reductions than to produce 
the water from another source is what is known as the economic level of 
leakage (ELL). Operating at ELL means that the total cost to the customer of 
supplying water is minimized, and suppliers are operating efficiently. This 
means that leakage reduction should be pursued to the point where the long-
run marginal cost of leakage control is equal to the long-run marginal benefit 
of the water saved. The latter depends on the long-run marginal costs of 
augmenting supplies by alternative means, including an assessment of the 
environmental benefits. The ELL is not fixed for all time. It depends on a 
wide range of factors, which will vary over time. For example, the cost of 
detecting and repairing leaks will fall as new technology is introduced. This 
will cause the ELL to fall. Conversely, if total demand falls to a point where 
there is a large surplus of water, it may not be economic to reduce leakage, 
unless the water can be sold to other suppliers.
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The marginal cost of leakage control is, therefore, the additional cost 
required to reduce leakage levels in an area by one unit. The difficulty in 
calculating the actual or marginal cost of leakage control is that only one 
point is known, namely the current operating conditions. Here, the costs 
increase in some exponential form as the level of leakage is reduced. Before 
any economic optimum can be derived, a method to estimate costs away from 
the current level must be established. A possible approach is to assume that in 
any water supply zone, levels of leakage could range between two extremes:

• A base level of leakage where all bursts are repaired, and the only 
leaks running are those which cannot be detected by the current 
method of active leakage control. This base, or intrinsic level, can be 
approximated to by measuring the level attained following an inten-
sive program of detection and repair in a specific area.

• At the other extreme, if no money were spent on active leakage control 
(ALC), the level of leakage would be that controlled by customer-
reported bursts.

Between these two extremes is the actual level of leakage and the cost 
of ALC in the water supply area. An equation can be produced based on the 
two extremes and the actual data point to give a form of ALC-cost curve as 
illustrated, which is also based upon UK data.

Measurement of the current leakage level and cost will give sufficient 
information to use the following equation, which typifies this curve and is 
taken from the UKWIR “managing leakage” from the following equation:

Total cost of leakage control = C = (−1/d) 1n ((L − Lb)/(Lp − Lb))

where d is a constant and = (−1/Ca) 1n ((La − Lb)/(Lp − Lb)), (10.39)

The other terms are as follows:

L is the level of leakage (m3/prop/year)
C is the cost of leakage control (£/prop/year)
La is the actual level of leakage for the area (m3/prop/year)
Ca is the actual cost of leakage control for the area (£/prop/year)
Lb is the base level of leakage (m3/prop/year)
Lp is the passive level of leakage (m3/prop/year).

Once a graph has been drawn, it is possible to estimate the level of 
leakage, corresponding to any given level of resource input, and hence 
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calculate the optimum level of control activity. This process will establish 
the optimum ELL for the chosen control method. To move to the optimum 
level of leakage will require a one-off additional expenditure on burst 
repairs. Costs associated with burst repairs will remain constant for any area 
in steady state conditions, but it is likely that by intensifying the method 
of active leakage control, an increasing number of background leaks will 
be found and include in the repairs. This “one-off” cost of repairs should 
be included in any project appraisal study. Assuming that burst occurrences 
remain constant over time, then once this “backlog” of leak repairs has been 
made, overall repair costs will return to the level that existed before. The 
possible exception to this is that pressure reduction could produce a new, 
lower level of burst occurrence. The calculation of the above optimum level 
assumes that the method of active leakage control and system pressure is 
held constant. It is equally possible to conduct similar studies to investigate 
the effect of pressure control or changing to a new method of active leakage 
control if there is a need to reduce leakage further. In each case, there will 
be a series of one-off costs to establish the new approach, including instal-
lation of PRVs or district meters, staff training, district reconfiguration, and 
backlog of repairs. The assessment of the optimum level of leakage then 
will reflect the cost of water and the new shape of the relationship between 
the cost of active leakage control and the leakage level. The marginal cost of 
active leakage control, at any level of leakage, can only be confirmed when 
the new policy is implemented from the following equation:

Unit capital cost = (TDCC × r2)/[(l + r) × 365 × d], (10.40)

(in £/m3)

where TDCC is the total discounted capital cost (£); r is the discount rate; 
and d is the yearly growth in demand (m3/day)

In addition to the capital cost, it is also necessary to include fixed oper-
ating costs when calculating the TDCC, as these costs will also be deferred 
if schemes are put back in the program.

10.4 CONCLUSION

Generally, the economic optimum level can be compared to the present 
level of leakage, and the supplier can then set targets for leakage control in 
conjunction with other corporate policies on customer metering, mains reha-
bilitation, resource development, and pressure control. To do so, they will 
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need to appraise the investment required for these various different supply 
and demand management solutions, and the benefits which are expected to 
accrue. Due to the complexity of the issues, it is not possible to generalize 
to provide standardized formulae for setting leakage targets. Thus, there is 
a need to examine each system to determine the most appropriate method 
of leakage control and to plan the required capital investment, manpower 
and revenue resource. However, any supplier who is prepared to commit 
resources to collecting the required data and to carry out the analysis and 
appraisals, will develop a greater understanding of the factors which are 
important to target setting. They will also be less likely to have unrealistic 
or uneconomic targets imposed on them from outside, or fall into the trap of 
setting leakage targets themselves without full consideration of the practi-
calities of achieving them, or the economic consequences. There are many 
possible ways of setting a leakage target. These can include targets based on 
minimum night flows, areas with excess pressure, areas with expensive water 
or the most urbanized areas. The setting of economic targets, that is, a level 
of leakage which provides the most economic mix of leakage-related costs is 
independent of variations in physical factors such as property density, pres-
sure, etc. and can provide clear information upon which sound management 
decisions may be based. However, it is recognized that there may be social, 
environmental, and political factors which dictate the target leakage level, as 
well as economic ones related to the suppliers’ own operating environment. 
This has given rise to a broader concept of “the most appropriate leakage 
target,” being described as “that level of leakage which, over a long-term 
planning horizon, provides the least cost combination of demand manage-
ment and resource development, while adequately providing a low risk of 
security of supply to customers, and not unduly over-abstracting water from 
the environment.”
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ABSTRACT

The atomic force microscopy (AFM) method has been used for research possi-
bility of the stable supramolecular nanostructures formation based on Ni(Fe)
ARD dioxygenase models: iron complexes FeIII

x(acac)y18C6m(H2O)n, and 
nickel complexes NixL

1
y(L

1
ox)z(L

2)n(H2O)m, {NiII(acac)2⋅L
2⋅PhOH} [L2 = MP, 

HMPA, MSt (M = Na, Li)], triple system {NiII(acac)2 + Tyr + PhOH} 
(Tyr = l-tyrosine)—with the assistance of intermolecular H bonds. Role of 
Ni(Fe) macrostructures in mechanisms of catalysis is discussed.

11.1 INTRODUCTION

In recent years, the studies in the field of homogeneous catalytic oxida-
tion of hydrocarbons with molecular oxygen were developed in two direc-
tions, namely, the free-radical chain oxidation catalyzed by transition metal 
complexes and the catalysis by metal complexes that mimic enzymes.1,2 The 
findings on the mechanism of action of enzymes, and, in particular, dioxy-
genases and their models are very useful in the treatment of the mechanism of 
catalysis by metal complexes in the processes of oxidation of hydrocarbons 
with molecular oxygen. Moreover, as one will see below, the investigation 
of the mechanism of catalysis by metal complexes can give the necessary 
material for the study of the mechanism of action of enzymes.

The method of modifying the NiII and FeII,III complexes used in the selec-
tive oxidation of alkylarens (ethylbenzene and cumene) with molecular 
oxygen to afford the corresponding hydroperoxides aimed at increasing their 
selectivity’s has been first proposed by Matienko and new efficient cata-
lysts of selective oxidation of ethylbenzene to α-phenyl ethyl hydroperoxide 
(PEH), as intermediates in the large-scale production of important mono-
mers, were developed.1,2

The preservation of high activity of catalysts during oxidations seems 
to be due to formation of the stable supramolecular structures, based on 
catalytic active complexes, with assistance of intermolecular H-bonds.3 
This hypothesis is evidenced by us with AFM (atomic force microscopy) 
technique. Thus, we have offered the new approach to research of mecha-
nism of homogenous catalysis, and the mechanism of action of enzymes 
also, with use of AFM method.4,5 In this chapter, we discuss the possible 
role of macrostructures and Tyr-fragment in mechanism of Ni(ARD) diox-
ygenase based on experience data that we received at the first time on 
model systems.
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11.2 EXPERIMENTAL

AFM SOLVER P47/SMENA/ with silicon cantilevers NSG11S (NT MDT) 
with curvature radius of 10 nm, tip height: 10–15 µm, and cone angle ≤ 22° 
in taping mode on resonant frequency 150 kHz was used.4,5

As substrate, the polished silicone surface special chemically modified 
was used.

Waterproof-modified silicone surface was exploit for the self-assembly 
driven growth due to H-bonding of complexes FeIII

x(acac)y18C6m(H2O)n, 
NixL

1
y(L

1
ox)z(L

2)n(H2O)m, {NiII(acac)2⋅L
2⋅PhOH} (L2 = MP, HMPA, MSt), 

systems {NiII(acac)2 + MP + Tyr} and {NiII(acac)2} + Tyr} with silicone 
surface. The saturated chloroform (CHCl3) or water solutions of complexes 
was put on a surface, maintained some time, and then solvent was deleted 
from a surface by means of special method—spin-coating process.

In the course of scanning of investigated samples, it has been found that 
the structures are fixed on a surface strongly enough due to H-bonding. The 
self-assembly driven growth of the supramolecular structures on modified 
silicone surface on the basis of researched complexes, due to H-bonds and 
perhaps the other noncovalent interactions was observed.

11.3 DISCUSSION

11.3.1 THE ROLE OF HYDROGEN-BONDS IN MECHANISMS 
OF CATALYSIS AND HYDROCARBON OXIDATIONS, 
CATALYZED WITH NI(OR FE) COMPLEXES

As a rule, in the quest for axial modifying ligands L2 that control the activity 
and selectivity of homogeneous metal complex catalysts, attention of scien-
tists is focused on their steric and electronic properties. The interactions of 
ligands L2 with L1 taking place in the outer coordination sphere are less 
studied; the same applies to the role of hydrogen bonds, which are usually 
difficult to control.6,7

Secondary interactions (hydrogen bonding, proton transfer) play an 
important role in the dioxygen activation and its binding to the active sites 
of metalloenzymes.8

In designing catalytic systems that mimic the enzymatic activity, special 
attention should be paid to the formation of H-bonds in the second coordina-
tion sphere of a metal ion.
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Transition metal β-diketonates are involved in various substitution reac-
tions. Methine protons of chelate rings in β-diketonate complexes can be 
substituted by different electrophiles (E) (formally, these reactions are 
analogous to the Michael addition reactions).9–11 This is a metal-controlled 
process of the C−C bond formation.11 The complex NiII(acac)2 is the most 
efficient catalyst of such reactions.

In our works, we have modeled efficient catalytic systems {ML1
n + L2} 

(M = Ni, Fe, L1 = acac‒, L2 are crown ethers or quaternary ammonium salts, 
different electron-donating modifying extra-ligands) for ethylbenzene oxida-
tion to α-phenyl ethyl hydroperoxide that was based on the established (for 
Ni complexes) and hypothetical (for Fe complexes) mechanisms of forma-
tion of catalytically active species and their operation.1,2 The high activity 
of systems {ML1

n + L2} is associated with the fact that during the ethylben-
zene oxidation, the active primary (MIIL1

2)x(L
2)y complexes and heteroligand 

MII
xL

1
y(L

1
ox)z(L

2)n(H2O)m complexes are formed to be involved in the oxida-
tion process.

We established mechanism of formation of high-effective catalysts, 
heteroligand complexes MII

xL
1
y(L

1
ox)z(L

2)n(H2O)m. The axially coordi-
nated electron-donating ligand L2 controls the formation of primary active 
complexes ML1

2·L
2 and the subsequent reactions of β-diketonate ligands 

in the outer coordination sphere of these complexes. The coordination of 
an electron-donating extra-ligand L2 with an MIIL1

2 complex favorable for 
stabilization of the transient zwitter-ion L2[L1M(L1)+O2

−] enhances the prob-
ability of regioselective O2 addition to the methine C−H bond of an acety-
lacetonate ligand activated by its coordination with metal ions. The outer-
sphere reaction of O2 incorporation into the chelate ring depends on the 
nature of the metal and the modifying ligand L2 (see Refs. [1,2]). Thus for 
nickel complexes NiII

xL
1
y(L

1
ox)z(L

2)n, the reaction of oxygenation of ligand 
L1 = acac‒ follows a mechanism analogous to those of NiII-containing acire-
ductone dioxygenase (ARD)12 or Cu- and Fe-containing quercetin 2,3-diox-
ygenases.13,14 Namely, incorporation of O2 into the chelate acac-ring was 
accompanied by the proton transfer and the redistribution of bonds in the 
transition complex leading to the scission of the cyclic system to form a 
chelate ligand L1

ox = OAc−, acetaldehyde, and CO (in the Criegee rearrange-
ment, Scheme 11.1).

In the effect of iron(II) acetylacetonate complexes FeII
xL

1
y(L

1
ox)z(L

2)n, 
we have found (2) an analogy with the action of FeII-ARD9 or FeII-acetyl 
acetone Dioxygenase (Dke1) (Scheme 11.2).15 For iron complexes, oxygen 
adds to C−C bond (rather than inserts into the C=C bond as in the case 
of catalysis with nickel(II) complexes) to afford intermediate, that is, a 
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SCHEME 11.1 The reaction of oxygenation of acac‒ ligand in Ni(acac)2 follows a 
mechanism analogous to those of NiII-containing ARD.

Fe complex with a chelate ligand containing 1,2-dioxetane fragment. The 
process is completed with the formation of the (OAc)− chelate ligand and 
methylglyoxal as the second decomposition product of a modified acac-ring 
(as it has been shown in Ref. [15], Scheme 11.2).

One of the most effective catalytic systems of the ethylbenzene oxidation 
to the PEH is the triple systems.1,2 Namely, the phenomenon of a substan-
tial increase in the selectivity (S) and conversion (C) of the ethylbenzene 
oxidation to the α-phenyl ethyl hydroperoxide upon addition of PhOH 
together with ligands N-methylpyrrolidone-2 (MP), hexamethylphospho-
rotriamide (HMPA) or alkali metal stearate MSt (M = Li, Na) to metal 
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SCHEME 11.2 The reaction of acac‒ ligand oxygenation in Fe(acac)2 complex follows a 
mechanism analogous to the action of FeII-ARD or FeII-acetyl acetone dioxygenase (Dke1).

complex NiII(acac)2 was discovered in works Matienko and Mosolova.1,2 
The role of intramolecular H-bonds was established by us in mechanism 
of formation of triple catalytic complexes {Ni(II)(acac)2·L

2·PhOH} (L2 = 
MP) in the process of ethylbenzene oxidation with molecular oxygen.2,3 The 
formation of triple complexes NiII(acac)2 L

2 PhOH from the earliest stages 
of oxidation was established with kinetic methods.1–3 In the course of the 
oxidation, the rates of products accumulation unchanged during the long 
period t ≤ 30−40 h namely, the reaction rate remains practically the same 
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during the oxidation process.1–3 We assumed that the stability of complexes 
Ni(acac)2·L

2·PhOH in the process of ethyl benzene oxidation can be associ-
ated as one of reasons, with the supramolecular structures formation due to 
intermolecular H-bonds (phenol–carboxylate) (see below) and, possible, the 
other noncovalent interactions:

{NiII(acac)2 + L2 + PhOH}→ Ni(acac)2·L
2·PhOH → {Ni(acac)2·L

2·PhOH}n

In favor of formation of supramolecular macrostructures based on the triple 
complexes, {Ni(acac)2∙L

2∙PhOH} in the real catalytic ethyl benzene oxida-
tion shows data of AFM-microscopy (see below).

11.3.2 ROLE OF SUPRAMOLECULAR NANOSTRUCTURES 
FORMED DUE TO H-BONDING, IN MECHANISMS OF 
CATALYSIS: MODELS OF NI(FE)ARD DIOXYGENASES

As mentioned before, the high stability of effective catalytic complexes, 
which formed in the process of selective oxidation of ethylbenzene to PEH 
at catalysis with MII

xL
1
y(L

1
ox)z(L

2)n, (M = Ni, Fe, L1 = acac−, L1
ox = OAc−, L2 = 

crown ethers or quaternary ammonium salts) complexes and triple systems 
{NiII(acac)2+ L2 + PhOH} [L2 = MP, HMPA, or alkali metal stearate MSt 
(M = Li, Na)] seems to be associated with the formation of supramolecular 
structures due to intermolecular H-bonds.

Hydrogen bonds play an important role in the structures of proteins and 
DNA, as well as in drug-receptor binding and catalysis.16 Proton-coupled 
bicarboxylates tops the list as the earliest and still the best-studied systems 
suspected of forming low-barrier hydrogen bonds (LBHBs) in the vicinity 
of the active sites of enzymes [17 (20)]. These hydrogen-bonded couples 

can be depicted as  and they can be abbreviated 
by the general formula X–

HX. Proton-coupled bicarboxylates appear in 
16% of all protein X-ray structures. There are at least five X-ray structures 
showing short (and therefore strong) hydrogen bonds between an enzyme 
carboxylate and a reaction intermediate or transition state analogue bound at 
the enzyme active site. The authors17 consider these structures to be the best 
de facto evidence of the existence of low-barrier hydrogen bonds stabilizing 
high-energy reaction intermediates at enzyme-active sites. Carboxylates 
figure prominently in the LBHB enzymatic story in part because all negative 
charges on proteins are carboxylates.
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H-bonds are commonly used for the fabrication of supramolecular 
assemblies because they are directional and have a wide range of interac-
tion energies that are tunable by adjusting the number of H-bonds, their 
relative orientation, and their position in the overall structure. H-bonds in 
the center of protein helices can be 20 kcal/mol due to cooperative dipolar 
interactions.18,19

The porphyrin linkage through H-bonds is the binding type generally 
observed in nature. One of the simplest artificial self-assembling supramo-
lecular porphyrin systems is the formation of a dimer based on carboxylic 
acid functionality.20

11.3.2.1 THE POSSIBLE ROLE OF THE SELF-ASSEMBLING 
SUPRAMOLECULAR MACROSTRUCTURES IN MECHANISM OF 
ACTION OF ACIREDUCTONE DIOXYGENASES (ARDS) Ni(Fe)-ARD 
INVOLVED IN THE METHIONINE RECYCLE PATHWAY

The methionine salvage pathway (MSP) (Scheme 11.3) plays a critical 
role in regulating a number of important metabolites in prokaryotes and 
eukaryotes. ARDs Ni(Fe)-ARD are enzymes involved in the methionine 
recycle pathway, which regulates aspects of the cell cycle. The relatively 
subtle differences between the two metalloproteins complexes are ampli-
fied by the surrounding protein structure, giving two enzymes of different 
structures and activities from a single polypeptide (Scheme 11.3).21 Both 
enzymes NiII(FeII)-ARD are members of the structural super family, known 
as cupins, which also include Fe–acetyl acetone dioxygenase (Dke1) and 
cysteine dioxygenase. These enzymes that form structure super family of 
cupins use a triad of histidine ligands (His), and also one or two oxygen 
from water and a carboxylate oxygen (Glu), for binding with Fe (or Ni) 
center.22

11.3.2.1.1 Structural and Functional Differences between the 
Two ARDs Enzymes Are Determined by the Type of Metal Ion 
Bound in the Active Site of the Enzyme

The two acireductone dioxygenase enzymes (ARD and ARD′ share the same 
amino acid sequence, and only differ in the metal ions that they bind, which 
results in distinct catalytic activities. ARD has a bound Ni2+ atom while ARD′ 
has a bound Fe2+ atom. The apo-protein, resulting from removal of the bound 
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metal is identical and is catalytically inactive. ARD and ARD′ can be inter-
converted by removing the bound metal and reconstituting the enzyme with 
the alternative metal. ARD and ARD′ act on the same substrate, the acire-
ductone, 1,2-dihydroxy-3-keto-5-methylthiopentene anion, but they yield 
different products. ARD′ catalyzes a 1,2-oxygenolytic reaction, yielding 
formate and 2-keto-4-methylthiobutyrate, a precursor of methionine, and 
thereby part of the MSP, while Ni-ARD catalyzes a 1,3-oxygenolytic reac-
tion, yielding formate, carbon monoxide (CO), and 3-methylthiopropionate, 
an off-pathway transformation of the acireductone. The role of a reaction 
catalyzed by the enzyme ARD, still not clear.

We assumed that one of the reasons for the different activity of NiII(FeII)-
ARD in the functioning of enzymes in relation to the common substrates 
(acireductone and O2) can be the association of catalyst in various macro-
structure due to intermolecular H-bonds.

The FeIIARD operation seems to comprise the step of oxygen activa-
tion (FeII + O2 → FeIII − O2

–·) (by analogy with Dke1 action15). Specific 
structural organization of iron complexes may facilitate the following regi-
oselective addition of activated oxygen to Aci-reductone ligand and the 
reactions leading to formation of methionine. Association of the catalyst 
in macrostructures with the assistance of the intermolecular H-bonds may 
be one of reasons of reducing NiIIARD activity in mechanisms of NiII(FeII)
ARD operation.21,22 Here, we demonstrate for the first time a specific struc-
tural organization of functional models of iron (nickel) enzymes.

The possibility of the formation of stable supramolecular nanostruc-
tures based on iron (nickel) heteroligand complexes due to intermolecular 
H-bonds we researched with the AFM method.4,5

In Figures 11.1 and 11.2, three-dimensional and two-dimensional 
AFM image of the structures on the basis of iron complex with 18C6 FeIII

x 
(acac)y18C6m(H2O)n, formed at putting a uterine solution on a hydrophobic 
surface of modified silicone are presented. It is visible that the gener-
ated structures are organized in certain way forming structures resem-
bling the shape of tubule microfiber cavity (Fig. 11.2c). The heights of 
particles are about 3–4 nm. In control experiments, it was shown that for 
similar complexes of nickel NiII(acac)2·18C6·(H2O)n (as well as complexes 
Ni2(OAc)3(acac)·MP·2H2O), this structure organization is not observed. It 
was established that these iron constructions are not formed in the absence of 
the aqueous environment. Earlier, we showed the participation of H2O mole-
cules in mechanism of FeIII,II

x(acac)y18C6m(H2O)n transformation by analogy 
with Dke1 action and also the increase in catalytic activity of iron complexes 



Metal Control on Structure and Function of Ni(Fe)  199

 
(a

) 
(b

)

FI
G

U
R

E 
11

.1
 

Th
e 

A
FM

 tw
o-

 (a
) a

nd
 th

re
e-

di
m

en
si

on
al

 (b
) i

m
ag

e 
of

 n
an

op
ar

tic
le

s 
on

 th
e 

ba
si

s 
Fe

x(a
ca

c)
y1

8C
6 m

(H
2O

) n f
or

m
ed

 o
n 

th
e 

su
rf

ac
e 

of
 m

od
ifi

ed
 si

lic
on

e.



200 Applied Chemistry and Chemical Engineering: Volume 1

 
(a

) 
(b

) 
(c

)

FI
G

U
R

E 
11

.2
 

Th
e A

FM
 tw

o-
di

m
en

si
on

al
 im

ag
e 

(a
) o

f n
an

op
ar

tic
le

s o
n 

th
e 

ba
si

s F
e x(a

ca
c)

y1
8C

6 m
(H

2O
) n f

or
m

ed
 o

n 
th

e 
hy

dr
op

ho
bi

c 
su

rf
ac

e 
of

 
m

od
ifi

ed
 si

lic
on

e.
 T

he
 se

ct
io

n 
of

 a 
ci

rc
ul

ar
 sh

ap
e w

ith
 fi

xe
d 

le
ng

th
 an

d 
or

ie
nt

at
io

n 
is

 ab
ou

t 5
0–

80
 n

m
 (b

). 
(c

) T
he

 st
ru

ct
ur

e o
f t

he
 ce

ll 
m

ic
ro

tu
bu

le
s.



Metal Control on Structure and Function of Ni(Fe)  201

(FeIII
x(acac)y18C6m(H2O)n, FeII

x(acac)y18C6m(H2O)n and FeII
xL

1
y(L

1
ox)z(18C6)n 

(H2O)m) in the ethyl benzene oxidation in the presence of small amounts of 
water.23 After our works in the chapter,24 it was found that the possibility of 
decomposition of the β-diketone in iron complex by analogy with Fe-ARD′ 
action increases in aquatic environment. That apparently is consistent with 
data, published by us earlier in our initial work.23

Unlike catalysis with iron dioxygenase, mechanism of catalysis by the 
NiIIARD does not include activation of O2, and oxygenation of acireduc-
tone leads to the formation of products not being precursors of methio-
nine.21 In our previous works, we have shown that formation of multidi-
mensional forms based on nickel complexes can be one of the ways of 
regulating the activity of two enzymes.4 The association of complexes 
Ni2(AcO)3(acac)·MP·2H2O, which is functional and structure model of 
Ni-ARD, to supramolecular nanostructure due to intermolecular H-bonds 
(H2O–MP, H2O–(OAc–)(or (acac–)), is demonstrated in Figure 11.3. All 
structures (Fig. 11.3) are various on heights from the minimal 3–4 nm to 
~20–25 nm for maximal values (in the form reminding three almost merged 
spheres).4

 (a) (b)

FIGURE 11.3 The AFM two- (a) and three-dimensional (b) image of nanoparticles on the 
basis Ni2(AcO)3(acac)·L2·2H2O formed on the hydrophobic surface of modified silicone.

As one can see on Figure 11.4 in case of binary complexes {Ni(acac)2·MP} 
we also observed formation of nanostructures due to H-bonds. But these 
nanoparticles differ on forms and are characterized with less height: h ~ 8 
nm (Fig. 11.4) as compared with nanostructures on the basis of complexes 
Ni2(AcO)3(acac)·L2·2H2O (Fig. 11.3).
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FIGURE 11.4 The AFM of three-dimensional image (5.0 × 5.0 (µm)) of nanoparticles on 
the basis {Ni(acac)2·MP} formed on the surface of modified silicone. Data presented in the 
figure will be published in an article which is in print.

11.3.2.2 POSSIBLE EFFECT OF TYR-FRAGMENT, BEING IN THE 
SECOND COORDINATION SPHERE OF METAL COMPLEX

Here, we assume that it may be necessary to take into account the role of the 
second coordination sphere, including Tyr-fragment (see Fig. 11.521). We are 
for the first time suggesting the participation of Tyrosine moiety in mecha-
nisms of action of NiII(FeII)ARD enzymes.

It is known that Tyrosine residues are located in different regions of 
protein by virtue of the relatively large phenol amphiphatic side chain 
capable of (a) interacting with water and participating in hydrogen bond 
formation and (b) undergoing cation–π and nonpolar interactions.25 The 
versatile physicochemical properties of tyrosine allow it to play a central 
role in conformation and molecular recognition.26 Moreover, tyrosine has 
special role by virtue of the phenol functionality: for example, it can receive 
phosphate groups in target proteins by way of protein tyrosine kinases, and 
it participates in electron transfer processes with intermediate formation of 
tyrosyl radical.

Tyrosine can take part in different enzymatic reactions. Recently, it has 
been researched role of tyrosine residues in mechanism of heme oxygenase 
(HO) action. HO is responsible for the degradation of a histidine-ligated 
ferric protoporphyrin IX (Por) to biliverdin, CO, and the free ferrous ion. 
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The role of reactions of tyrosyl radical formation which occurs after oxida-
tion Fe(III)(Por) to Fe(IV) = O(Por(+)) in mechanism of human heme 
oxygenase isoform-1 (hHO-1) and the structurally homologous protein from 
Corynebacterium diphtheriae (cdHO) are described.27

It is assumed that Tyr-fragment may be involved in substrate H-binding 
in step of O2-activation by iron catalyst, and this can decrease the oxygen-
ation rate of the substrate in the case of Homoprotocatechuate 2,3-dioxy-
genase action.28

Tyr-fragment is discussed as important in methyl group transfer from 
S-adenosylmethionine (AdoMet) to dopamine.29 The experimental findings 
with the model of Methyltransferase and structural survey imply that methyl 
CH···O hydrogen bonding (with participation of Tyr-fragment) represents a 
convergent evolutionary feature of AdoMet-dependent methyltransferases, 
mediating a universal mechanism for methyl transfer.30

Tyrosine residue Tyr149 is found in the Met-turn for astacin endpepti-
dases and serralizines. Tyr149 giving a proton, forms a hydrogen bond with 
zinc and becomes the fifth ligand. This switch plays a specific role, partici-
pating in the stabilization of the transition state during the binding of the 
substrate to the enzyme.31

In the case of Ni-dioxygenase ARD, Tyr-fragment, involved in the mech-
anism, can reduce the NiIIARD-activity. The structure of the active center of 
NiIIARD with Tyr residue in II coordination sphere is shown in Figure 11.5.

FIGURE 11.5 The structure of NiIIARD with Tyr residue in the second coordination sphere.21
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Really, as mentioned above, we have found2,3 that the inclusion of 
PhOH in complex Ni(acac)2∙L

2 (L2 = N-methylpirrolidone-2), which is 
the primary model of NiIIARD, leads to the stabilization of formed triple 
complex Ni(acac)2∙L

2∙PhOH. In this case, as we have emphasized above, 
ligand (acac)− is not oxygenated with molecular O2. Also the stability of 
triple complexes Ni(acac)2∙L

2∙PhOH seems to be due to the formation of 
supramolecular macrostructures that are stable to oxidation with diox-
ygen. Formation of supramolecular macrostructures due to intermolecular 
(phenol–carboxylate) H-bonds and, possible, the other noncovalent interac-
tions,32–34 based on the triple complexes Ni(acac)2∙L

2∙PhOH, that we have 
established with the AFM-method4,5,35 (in the case of L2=MP, HMPA, NaSt, 
LiSt), is in favor of this hypothesis (Fig. 11.6). Data of structures on the basis 
of complexes {Ni(acac)2∙MP∙PhOH} that self-organized on the surface of 
the modified silicon (Fig. 11.6a) are in print.

Conclusive evidence in favor of the participation of tyrosine frag-
ment in stabilizing primary Ni complexes as one of regulatory factors 
in mechanism of action of Ni-ARD has been obtained by AFM-micros-
copy, we observed at the first time the formation of nanostructures on 
Ni-based systems using l-tyrosine (Tyr) as an extraligand. The grow of 
self-assembly of supramolecular macrostructures due to intermolecular 
(phenol–carboxylate) H-bonds and, possible, the other noncovalent 
interactions,32–34 based on the triple systems {Ni(acac)2 + MP + Tyr}, 
we observed at the apartment of a uterine H2O solution of triple system 
{Ni(acac)2 + MP + Tyr} on surfaces of modified silicon (Fig. 11.7). Spon-
taneous organization process, that is, self-organization, of researched 
triple complexes (Figs. 11.6 and 11.7) at the apartment of a uterine hydro-
carbon solution of complexes on surfaces of modified silicon are driven 
by the balance between intermolecular, and molecule–surface interac-
tions, which may be the consequence of hydrogen bonds and the other 
noncovalent interactions.36

Histogram of volumes of the particles based on systems {NiII(acac)2 + 
MP + Tyr}, and also the empirical and theoretical cumulative normal prob-
ability distribution of volumes, and the empirical and theoretical cumula-
tive Log normal distribution of volumes of the particles based on systems 
{NiII(acac)2 + MP + Tyr}, formed on the surfaces of modified silicon, are 
presented in Figure 11.8. As can be seen, distribution of volumes of the parti-
cles in this case is well described by a log–normal law.

But as one can see in Figure 11.9, in case of binary systems {Ni(acac)2 
+ Tyr}, we also observed formation of nanostructures due to H-bonds. 
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But these nanoparticles as well as particle based on {Ni(acac)2∙MP} 
complexes (Fig. 11.4) differ on form and high from the nanostructures on 
the basis of triple systems {Ni(acac)2 + MP + Tyr} (compare Figs. 11.4, 
11.7, and 11.8).

FIGURE 11.6 (a) The AFM three-dimensional image (5.0 × 5.0 (µm)) of the structures 
(h ~ 80–100 nm) formed on a surface of modified silicone on the basis of triple complexes 
NiII(acac)2∙MP∙PhOH. (b) The AFM three-dimensional image (6.0 × 6.0 (µm)) of the 
structures (h ~ 40 nm) formed on a surface of modified silicone on the basis of triple 
complexes {NiII(acac)2∙HMPA∙PhOH}. (c) The AFM three-dimensional image (30 × 30 
(µm)) of the structures (h ~ 80 nm) formed on a surface of modified silicone on the basis of 
triple complexes NiII(acac)2∙NaSt∙PhOH. (d) The AFM three-dimensional image (4.5 × 4.5 
(µm)) of the structures (h ~ 10 nm) formed on a surface of modified silicone on the basis of 
triple complexes NiII(acac)2∙LiSt∙PhOH.
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FIGURE 11.7 The AFM three-dimensional image (2.0 × 2.0 (µm)) of the structures (h ~25 
nm) (a) and three-dimensional image (0.3 × 0.6 (µm)) of the structures (h ~50 nm) (b), formed 
on a surface of modified silicone on the basis of triple systems {NiII(acac)2 + MP + Tyr}.

FIGURE 11.8 (a) Histogram of volumes of the particles based on systems {NiII(acac)2 + 
MP + Tyr}, (b) the empirical and theoretical cumulative normal distribution of volumes of 
the particles based on systems {NiII(acac)2 + MP + Tyr}, (c) the empirical and theoretical 
cumulative Log–normal distribution of volumes of the particles based on systems {NiII(acac)2 
+ MP + Tyr}.
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At the same time, it is necessary to mean that important function of 
NiIIARD in cells is established now. Namely, CO is formed as a result of 
action of nickel-containing dioxygenase NiIIARD. It was established that 
CO is a representative of the new class of neural messengers and seems to 
be a signal transducer like nitrogen oxide, NO.12,21

11.4 CONCLUSION

Usually in the quest for axial modifying ligands that control the activity and 
selectivity of homogeneous metal complex catalysts, the attention of scien-
tists is focused on their steric and electronic properties. The interactions in 
the outer coordination sphere, the role of hydrogen bonds and also the other 
noncovalent interactions is less studied.

We have assumed that the high stability of heteroligand MII
xL

1
y(L

1
ox)z(L

2)
n(H2O)m (M = Ni, Fe, L1=acac−, L1

ox=OAc−, L2 = electron-donating mono-, 
or multidentate activating ligands) complexes as selective catalysts of the 
ethylbenzene oxidation to PEH, formed during the ethylbenzene oxidation 
in the presence of {ML1

n + L2} systems as a result of oxygenation of the 
primary complexes (MIIL1

2)x(L
2)y can be associated with the formation of the 

supramolecular structures due to the intermolecular H-bonds.
The supramolecular nanostructures on the basis of catalytic active iron 

FeIII
x(acac)y18C6m(H2O)n, and nickel complexes NiII

xL
1
y(L

1
ox)z(L

2)n(H2O)m 
(L1 = acac−, L1

ox = OAc−, L2 = N-methylpirrolidone-2, x = 2, y = 1, z = 3, m = 
2), {Ni(acac)2∙L

2∙PhOH} (L2 = MP, HMPA, NaSt, LiSt), obtained with AFM 
method, indicate high probability of supramolecular structures formation 
due to H-bonds in the real systems, namely, in the processes of alkylarens 
oxidation. Since the investigated complexes are structural and functional 
models of NiII(FeII)ARD dioxygenases, the data could be useful in the inter-
pretation of the action of these enzymes.

Specific structural organization of iron complexes may facilitate the first 
step in FeIIARD operation: O2 activation and following regioselective addi-
tion of activated oxygen to acireductone ligand (unlike mechanism of regi-
oselective addition of no activated O2 to acireductone ligand in the case of 
NiIIARD action), and reactions leading to formation of methionine.

The formation of multidimensional forms (in the case of NiIIARD) may 
be one way of controlling NiII(FeII)ARD activity.

In this chapter, we at first time assumed the participation of Tyr-fragment 
which is in the second coordination sphere in mechanism of NiII(FeII)ARD 
operation, as one of possible mechanisms of reduce in enzymes activity 
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in NiII(FeII)ARD enzymes operation and received experimental facts in 
favor this assumption. So we observed the formation of supramolecular 
macrostructures due to intermolecular (phenol–carboxylate) H-bonds and, 
possible, the other noncovalent interactions, based on the triple complexes 
Ni(acac)2∙L

2∙PhOH established by us with the AFM-method (in the case of 
L2 = MP, HMPA, NaSt, LiSt), and self-assembly based on triple systems 
that included l-tyrosine as extraligand {NiII(acac)2 + MP + Tyr}. Self-
assembly based on triple systems that included l-tyrosine as extraligand 
{NiII(acac)2 + MP + Tyr}, formed on a surface of modified silicone, which 
we observed first.
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ABSTRACT

Hybrid organic–inorganic composites (HOIC), based on 2-hydroxyethyl-
methacrylate–tetraethoxysilane system in a wide range of the composi-
tion system changes, were obtained by the methods of sol–gel synthesis 
and photoinitiated polymerization. The kinetics of photoinitiated polym-
erization of the obtained composites depending on time of gelation has 
been studied. The influence of the HOIC composition on their thermo-
mechanical properties and parameters of their molecular structure was 
investigated.

Development of advanced polymer materials science requires a search of 
new methods for the synthesis of nanocomposites to obtain the new mate-
rials with improved properties. Especially effective in this direction is an 
approach that is based on the obtained hybrid nanocomposites based on 
organic–inorganic systems with two or a few phases, which are different 
by the chemical composition and structure, in which in some or other way 
manage “to compose” the properties of the individual components. This is 
explained of the ability of creation of functional materials to the multi-usage 
with directional control of performance specification wide range.1–4 Such 
materials may have predefined functional properties, such as characterized 
by ionic conductivity, have biologically active, magnetic, anticorrosion, 
electrochromic, repellent properties, etc.5 However, the general patterns 
of correlation properties of the initial components with the nanocomposite 
properties are not defined.

One of the wide methods of obtaining hybrid nanomaterials is sol–gel 
synthesis. The main advantages of the last one are the possibility of variation 
of the chemical nature and dimensions of organic and inorganic fragments, 
making directed synthesis of hybrid nanomaterials, the possibility of low-
maintenance process, the high degree of homogeneity in multicomponent 
system, etc. According to this technology, the process of obtaining consists 
of the following of hydrolysis of precursor molecules, which are alcoholates 
or other derivatives Ti, Si, Al, Zr, Zn, Sr, Ge6 and the subsequent reactions of 
polycondensation of generated products.

The present technology of sol–gel synthesis of composites allows to 
enter into the chemically inert and thermally stable silica matrix practi-
cally any organic monomers, oligomers, and polymers. The organic–inor-
ganic hybrids that formed are used in a wide variety of technological forms 
such as solid block, thin films, fibers, and coatings on various substrates.

More perspective and cost-effective method to obtain hybrid nanoma-
terials is their forming in the process of the cooperative polymerization 
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from the mixtures of liquid organic and inorganic components.7–9 When 
using the organic and inorganic components of different chemical composi-
tion, the changing of their ratio and synthesis conditions allows to obtain 
the hybrid polymeric materials with a wide range of properties, including 
the high thermal stability, fire resistance, mechanical strength, improved 
deformation, and sorption and adhesion properties.10–12 The structure of such 
hybrid organic–inorganic nanocomposites (HOIC) is a three-phase system 
including the phases of organic and inorganic components and phase, which 
is the product of their interaction.5,10,12 Thus, the marked improvement of 
the functional characteristics and the change in the structure of the polymer 
matrix is achieved with the introduction in the polymer or monomer of the 
small quantity (3–5%) of the inorganic component.13

Polymers based on monofunctional methacrylates have the complex 
of performance important properties. For example, polymers based on 
2-hydroxyethylmethacrylate (HEMA) are transparent, nontoxic, well 
compatible with the tissues of a living organism, and have high adhesion to 
the various substrates. That’s why the purpose of our study was to synthe-
size the HOIC based on the monomethacrylates and the tetraethoxysilane 
(TEOS) by the method of sol–gel technology and photoinitiated polym-
erization and to investigate the effect of composition on the kinetics of 
polymerization process to the deep conversion and the thermomechanical 
properties and parameters of the molecular structure of the composites that 
were obtained.

For studies we have used: monomer of HEMA mark “chem. pure” 
(Aldrich); photoinitiator of 2,2-dimethoxy-1,2-diphenylethane-1-on (IRGA-
CURE 651) mark “chem. pure” (Fluka); TEOS Si(ОС2Н5)4 (for “ECOS-1,” 
Russia, TU 2637-059-444493179-04); ethanol mark “chem. pure;” ortho-
phosphoric acid mark “chem. pure.” Monomer purification was performed 
by means of its mixing with the pre-activated Al2O3 powder and followed by 
centrifugation.

The synthesis was carried out as follows. At first, the composition of 
monomer and photoinitiator, 2 mol%, was prepared. Separately, the system in 
the ratio (ml) TEOS:Н2О:С2Н5ОН:Н3РО4 = 2.2:0.36:4.08:0.0072 by sol–gel 
method was prepared. Then, the obtained systems were mixed, mixing them 
using a magnetic stirrer with a duration of 20 min at the room temperature. 
The liquid composite was selected by doser 0.04 ml from the obtained output 
system of HEMA–TEOS, and it was subjected to photoinitiated polymeriza-
tion (see Fig. 12.1, curve 1), the output system was placed in the oven at 
40°С to pass the sol–gel processes in the composition until the gelation. The 
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same quantity of photocomposition was selected again from the system that 
was in the oven in some period of time (Fig. 12.1, curve 2), and the photo-
initiated polymerization was carried out investigating process kinetics. Such 
procedure was repeated until the gelation of the output composition which 
was found in oven at 40°С without UV radiation.

The kinetics of the stationary photopolymerization of the system HEMA–
TEOS at various times of the prior gelation was studied in thin films, closed 
against access of oxygen air by cover glass using a laser interferometer with 
a ratio of HEMA:TEOS 97.5:2.5, 95:5, 90:10, and 80:20 (vol%), when the 
UV-radiation of the lamp DRT-400 radiates. The obtained composition was 
polymerized at the room temperature and the intensity of UV radiation 48 
W/m2 to the deep conversion. The relative integral conversion P was esti-
mated by means of the ratio of the running concentration and the threshold 
contraction layer to the boundary contraction (at t → ∞). The experimental 
error of measurement value of the composition linear shrinkage is 2.24 × 
10–7 m. The results of experimentation were presented in the form of the 
integral kinetic curves, the relative conversion P—time t (s) and their differ-
ential anamorphosis. The statistical analysis of experimental kinetic curves 
was carried out using the program ORIGIN 5.0.

To describe the kinetics of photoinitiated polymerization of HEMA–
TEOS to the deep conversion, there was used the concept of microhetero-
geneous model of radical polymerization, which is based on the concept 
of system microheterogeneous which is polymerized, and its reaction 
areas, in each of which, polymerization process takes place with own 
regularities.14

It should be noted that the experimental error at the time of constructing a 
polymerization single kinetic curve is sufficiently small. This is observed by 
the nature of the curves in Figure 12.1a. However, the scatter of the kinetic 
curves at the same conditions of experimentation is much higher than the 
error of the individual kinetic curve. The poor reproducibility of kinetic 
measurements is a result of fluctuation sensitivity of the polymerization 
process, especially at the stage of auto-acceleration.14 Therefore, for each 
condition of the experiment, three to six kinetic curves were received which 
then averaged to form of one kinetic curve (see Fig. 12.1b) that increased the 
reliability of the obtained estimates.

The comparison of some averaged integral kinetic curves of polymer-
ization of HEMA–TEOS systems at the different duration of the previous 
gelation in depending on the composition of the system that is polymerized 
is shown in Figure 12.2.
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FIGURE 12.1 Output kinetic curves of polymerization of HEMA–TEOS (a) and the result 
of their averaging (b).
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All integral kinetic curves, apart from the composition of the systems, 
are characterized by a typical S-like shape at the homopolymerization of 
HEMA and are consisted of prolonged, almost linear initial brief plot, but 
intense plot of auto-acceleration and long and slow plot of autodeceleration. 
The maximum speed W0 of the polymerization on stage of autoaccelera-
tion and its corresponding conversion P0 and time of its achievement for all 
investigated systems t0 were defined by the method of numerical differentia-
tion of integral kinetic curves (see Table 12.1).

From the experimental results, the appending of the inorganic compo-
nents into the monomer system is accompanied by two effects is followed. 
The first effect consists of the fact that at the appending of the inorganic 
component, the velocity of the photoinitiated polymerization of monomer 
phase decreases significantly greater than it would be at its neutral dilution. 
It is visible by the sharp (two to four times) increasing of time t0 to achieve 
the maximum speed of polymerization (compare the corresponding values 
of the curves of 0 and 1 in Table 12.1—HEMA:TEOS = 95:5, 90:10, and 
80:20 [vol%]). Obviously, the inorganic component affects both on the stage 
of initiation and on the stage of chain growth as a result reducing them. The 
second effect consists of the fact that at the time increasing of gelation, the 
velocity of the photoinitiated polymerization is increased and stabilized at 
the end of gelation. It is visible by a decreasing t0 and with time increasing of 
gelation, compare the corresponding values of the curves 1 and the followed 
ones in Table 12.1. This effect, however, is visible only at the high concentra-
tions of inorganic components, that is, in TEOS–HEMA systems in the ratio 
of components 90:10 and 80:20 (vol%). This effect is, obviously, similar to 
the gel effect, which is the accelerating of polymerization process when the 
new polymer phase appears in the form of micrograins.15

The obtained polymeric composites, regardless of the ratio of compo-
nents, are transparent, durable, elastic, homogeneous in their structure, have 
the high adhesion to different substrates and electrical conductivity (after 
doping of samples of solution 10% Н3РО4 during hour), characterized by the 
simplicity and the ease of material manufacturing of specified form and can 
be used in different fields (from medicine and biotechnology to the telecom-
munications systems and the fuel cells of new generation).1–5,10–13.

The modern thoughts concerning the nanomaterials allow to assert the 
possibility to control the structure of polymer composite during the synthesis 
or formation and to explain mechanical properties of the created composites 
improvement of the due to the formation of certain its morphology and the 
corresponding nanostructure.
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It is known that thermomechanical properties reflect the structural and the 
molecular features of polymers.16 The samples for thermomechanical studies 
were prepared from the output liquid HOIC, based on the basis of HEMA and 
TEOS systems in the same ratios of the output components. Then, samples 
were subjected to the photoinitiated polymerization of a duration of 2.5 h for 
completion of the limited conversion of composites. The resulting samples 
were kept after polymerization in an oven at t = 40°С during the week for 
passing the sol–gel process and were crushed to a powder-like state.

The samples for conducting of TM analysis were made by pressing of the 
powdered organic–inorganic composite, which was prewarmed in a mold 
to Т = 110°С at the pressure of 150 atm. The samples were kept in a mold 
under pressure until they cooled to the room temperature. The samples were 
kept in a cupboard at Т = 80°С for 10 h for relieving internal stresses after 
pressing.

TMA curves were filmed on the modified device for determining the 
heat resistance of polymers (Heckert, GDR) in mode of uniaxial compres-
sion under the load of 5.3 × 105 N/m2 and at heating rate of 1.5 K/min. The 
sample for measurement had the form of a cylinder with diameter of 9.0 
mm and night of 10.0 mm. The deformation of the sample was determined 
using the null indicator with accuracy of 0.01 mm. The temperature of the 
sample during the experiment was measured using the standard little inertial 
thermocouple THK.

The results of thermomechanical analysis of the composites HEMA–
TEOS in view of dependence on relative deformation ε (ε = Δh/h0, where 
Δh is the deformation of the sample, h0 is the initial size of the sample) from 
temperature is shown in Figure 12.3.

The typical for polymers is the initial steep ascending plot which is clearly 
allocated on the TMA curves of the investigated organic–mineral compos-
ites, which corresponds to a structural transition of the polymer materials 
from the glassy state in highly elastic state (α-relaxation process). This plot 
concerns the disinhibition of the mobility of kinetic segments of the polymer 
matrix under the influence of temperature.17 By extrapolation of this plot of 
TMA curve on T axis, one can define one of the important structural relax-
ation characteristics of the polymer. It is the temperature of glassing Тglass. 
The temperature of transition in highly elastic condition (Тhel) was defined 
as a point of crossing of the straight-line interval, which coincides with the 
interval of the thermomechanical curve that corresponds to the transition of 
the polymer from the glassy state to a highly elastic one with the straight-line 
interval of the highly elastic area. Accuracy of estimate Тglass and Тhel is ±2 K.
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FIGURE 12.3 The thermomechanical curves: 1—pure HEMA + IRGACURE 651, 2 mol%; 
the composites of HEMA:TEOS in ratios of components (vol%): 2—97.5:2.5; 3—95:5; 
4—90:10; 5—80:20. For greater visibility, the curves 2–5 are offset on the X-axis concerning 
the curve 1 on the value A.

The study of the behavior of polymer in the highly elastic state allows 
to estimate the structural and molecular parameters of the spatial grid: the 
equilibrium modulus of highly elastic Е∞ and molecular weight of internodal 
segment Мс. Within the framework of the statistical theory of elasticity of 
the molecular grid of space crosslinked polymers, the dependence of module 
highly elastic Е∞ from density of crosslinks (value Мс) is described by the 
equation13:

 
0

3 ,
c

RTE
M
γρ υ

υ∞ =  (12.1)

where Е∞ is the modulus of high elastic; γ is the structural factor whose value 
depends on the nature and topology of the grid; ρ is the density of polymer; 
υо is the total number of cross-links; υ is the effective number of physical 
connections, which form the spatial structure; Мс is the molecular mass of 
the kinetic segment; and R is the gas constant; T is the temperature (K).

The quantitative inspection of this ratio is rather complicated as the 
proportion of functional groups that take part in the formation of physically 
active connections is unknown. There is even greater uncertainty connected 
with the estimate of the structural factor γ. If there is Е∞ ≤ 6 × 107 N/m2, it 
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can be accepted that υ = υ0, γ = 1.18 In this case, the calculation according to 
eq 12.1 is significantly simplified.

Module of highly elastic Е∞ was calculated by the equation:

 ,PE
F ε∞ =

⋅
 (12.2)

where P is the load on the sample (N); F is the cross-sectional area of the 
sample to which are efforts applied (m2); and ε is the relative deformation of 
the sample in area of highly elastic.

The value Mc is a measure of the crosslinking density, which, conse-
quently, is the factor that determines the full complex of physical and 
mechanical properties of polymer (strength, hardness, relaxation properties, 
etc.). The value of Mc allows to estimate the concentration of effective nodes 
of crosslinking of the polymer matrix υ (mol/cm3):

 
cM

ρυ =  (12.3)

The obtained values of the characteristic parameters of the studied organic–
mineral composites are listed in Table 12.2.

TABLE 12.2 Thermomechanical Properties and Structural Parameters of Molecular 
Composites Synthesized on the Basis of HEMA–TEOS Systems.

Compositions (vol%) Тglass (°С) Тhel (°С) Е∞ × 10−6 
(N/m2)

Мс × 10−3 
(g/mol)

υ (mol/cm3)

HEMA + IR 651, 2 mol% 67 91 2.72 3.5 0.353
HEMA:TEOS = 97.5:2.5 65 86 3.12 3.01 0.410
HEMA:TEOS = 95:5 65 88 3.34 2.83 0.436
HEMA:TEOS = 90:10 64 105 2.43 4.07 0.303
HEMA:TEOS= 80:20 74 110 2.22 4.62 0.267

The analysis of TM curves and studying of dependence of thermome-
chanical properties of the obtained HOIC from the content of inorganic 
component in the HEMA–TEOS systems (see Fig. 12.2, Table 12.2) gives 
the inconsistent results. At low concentrations of inorganic components (2.5 
and 5 vol%), the equilibrium modulus of the highly elastic of composite Е∞ 
increases, which is connected with the decrease of the molecular weight of 
kinetic segment Мс and increasing concentration of the nods of crosslink 
υ. However, at the higher concentrations of inorganic components (10 and 
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20 vol%) in the composite, the opposite situation is observed. This contra-
diction clearly indicates that at the small additions of inorganic component 
(2.5 and 5 vol%) its phase, which appears in the form of nanoparticles, is 
more compatible with the phase of organic component, that is, confirmed 
by authors of work.13 Although in the case of larger concentrations of phase 
inorganic components of (10 and 20 vol%) that are formed, get the less 
compatible, in consequence of which the microheterogeneity of the compo-
sition with formation of two interpenetrating grids of organic (polymeric) 
and mineral nature occur.19

Thus, the study of the composition effect of the systems on the kinetics 
of polymerization process to the deep conversion showed that if there 
is appending of the inorganic component in the monomer system in high 
concentrations, the velocity of photoinitiated polymerization of HEMA–
TEOS systems is significantly reduced, which is shown evident as observed 
by the abrupt growth (two to four times) of the increasing time t0 to reach the 
maximum velocity of polymerization. And, the time of gelation increasing the 
depth of photoinitiated polymerization also increases and stabilizes at the end 
of gelation. Therefore, the improved mechanical properties of the obtained 
composites are identified only at the small additions of inorganic component.
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ABSTRACT

Stimuli-responsive molecularly imprinted polymers (MIPs) have recently 
received a significant attention because they represent a new generation 
of intelligent and self-regulated artificial receptors and have shown great 
potential in various applications. Photoresponsive materials exhibit unique 
advantages over systems that rely on other stimuli because light stimulus can 
be imposed instantly and delivered in specific amounts with high accuracy. 
In this chapter, we briefly report recent developments in photoresponsive 
MIPs especially those formed from functional monomer bearing azobenzene 
moiety.

13.1 INTRODUCTION

Molecularly imprinted synthetic polymers were discovered 40 years back. 
Molecular imprinting is a template-directed technique that allows the design 
and synthesis of polymers with well-defined artificially generated recogni-
tion sites that are intentionally engineered and specific for a target analyte or 
class of analytes.1,2 In the imprinting process, the template (a small molecule, 
a biological macromolecule, or a microorganism) interacts with a polymer-
izable monomer that contains complementary functional groups or structural 
elements of the template through reversible covalent bond(s), electrostatic 
interactions, hydrogen bonding, van der Waals forces, hydrophobic interac-
tions, or coordination with a metal center.3,4 A schematic representation of 
the molecular imprinting process is shown in Scheme 13.1.

The incorporation of stimuli-responsive molecular functionalities 
within the receptor sites of rigid polymer materials generated by molecular 
imprinting is a new approach for the fabrication of stimuli-responsive mate-
rials (SRMs).5 SRMs are able to alter volume and properties in response 
to environmental stimuli such as pH, temperature, ionic strength, electric 
field, and photo-irradiation.6 Photo-irradiation is one of the most frequently 
adopted external stimuli for SRMs because it is convenient to apply and easy 
to control. Photoresponsive materials have attracted much attention because 
of their potential use in various optical applications such as nonlinear optics, 
erasable memory storage and processing, and electro-optical displays.7

Photoresponsive materials can be synthesized by functionalizing the 
material with photosensitive molecules such as cinnamic acid, cinnamyli-
dene, or azo compounds. Out of these azobenzene is the most widely used 
photosensitive molecule due to its fast response on exposure to appropriate 
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wavelength of light.8 Azobenzene molecules are known to change their 
geometry upon photon absorption. Azobenzene is composed of two aromatic 
rings, where an azo linkage (−N=N−) joins the two phenyl rings.9 Different 
type of azo compounds can be obtained by substituting an aromatic ring with 
various substituents to change geometry and electron donating/withdrawing 
mechanism. The light-induced configurational change renders azobenzenes 
good candidates for various photoresponsive applications. Due to their 
anisotropic shape, azobenzenes also contain directional information and are 
polarization sensitive. The phenomena arising from the photoisomerization 
reaction have applications not only in optics and photonics but also in the 
interfaces between light and surface science, information storage, imaging, 
biology, energy storage, and actuation.

SCHEME 13.1 Schematic representation of molecular-imprinting process.

13.2 PHOTOISOMERIZATION OF AZOBENZENE DERIVATIVES

Azobenzenes, recognized by their nitrogen–nitrogen double bond, undergo 
clean and reversible conformational changes upon photon absorption, which 
is shown in Figure 13.1. This reaction, called photoisomerization, leads to 
large alterations in the physical and chemical properties of the molecules. 
There are two possible isomerization mechanisms in azobenzene: via rota-
tion of the phenyl ring about the N=N bond or in-plane inversion around 
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one of the nitrogen atoms. The trans form is thermodynamically more stable 
by 12 kcal mol−1 than the cis form, and the cis form is kinetically stabilized 
by an activation barrier of isomerization.10 Under UV irradiation, the trans 
azobenzenes will be efficiently converted to the cis form with decrease in 
molecular size.11 This cis form will thermally revert to the more stable trans 
form as the light source is switched off or switching back by illumination 
with visible light. Hence, azobenzenes reversibly change their geometry 
from a planar one to nonplanar upon irradiation with a drastic decrease in the 
distance between the para carbon atoms from 9 to 5.5 Ǻ and a corresponding 
increase in the dipole moment from 0.5 to 3.1 D. This extremely clean 
photochemistry gives rise to the numerous remarkable photo-switching and 
photoresponsive behaviors observed in these systems.12–15

FIGURE 13.1 Photo-induced structural difference in azobenzene molecule.

As different geometries, polarities and electrical properties affect the 
two isomers, several functions can be photo-controlled including membrane 
dimensions, membrane potential, adsorption, solubility of polymer, wetta-
bility, swelling, enzyme activity, sol–gel transition of polymer, permeability, 
ion permeability, ion binding, photomechanical cycle,16 etc.

13.3 PHOTORESPONSIVE MOLECULARLY IMPRINTED POLYMERS

The preparation of photoresponsive molecularly imprinted polymers 
(P-MIPs) involves replacing the commonly used functional monomers, such 
as methacrylic acid, acrylamide, and vinyl pyridine, by photoresponsive 
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functional monomers, which always contain azobenzene. A schematic repre-
sentation of reversible photoregulated substrate release and uptake process 
in P-MIPs are shown in Scheme 13.2.

SCHEME 13.2 Schematic representation for reversible photoregulated substrate release 
and uptake process in P-MIPs.

The internal cavities of the P-MIPs no longer match with the template 
molecules in shape, size, and chemical functionality when irradiated by 
UV light, which would result in the release of the template. When irradi-
ated by visible light, the recognition site would return to its original state, 
which can selectively adsorb template again. Thus, photoregulated release 
and uptake of substrates can be achieved by the incorporation of revers-
ibly photo-switchable chromophores into the imprinted binding sites. 
The photoresponsive functional monomer is the key feature for prepara-
tion of P-MIPs. A photoresponsive functional monomer is composed of 
three groups. One is the photoresponsive group, the second is the recogni-
tion group, such as a carboxyl group or amino group, and the third is the 
polymerizable group, such as a vinyl double bond or silicon hydroxyl. To 
date, the most commonly investigated photoresponsive functional mono-
mers contain azobenzene, and a series of azobenzene-containing functional 
monomers have been designed, as listed below. Azobenzene-containing 
functional monomers, similar to the functional monomers commonly used 
in molecular imprinting such as methacrylic acid, acrylamide, and 4-vinyl 
pyridine, have been synthesized by simply incorporating azobenzene into 
these molecules.
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1. p-Phenylazoacrylanilide (PhAAAn).17

2. 4-[(4-Methacryloyloxy)phenylazo]benzoic acid (MPABA).18

3. 4-{4-[2,6-Bis(n-butylamino)pyridine-4-yl]-phenylazo}-phenyl 
methacrylate.21

4. Di(ureidoethylenemethacrylate)azobenzene (Schmitzer et al., 2007).
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5. 4-[(4-Methacryloyloxy)phenylazo]benzene sulfonic acid (MAPASA).19

6. 4-Amino-4-methacrylatylazobenzene (AMAAB) (Tang et al., 2010).

7. 4-{[4-(3-(Trimethoxysilyl)propoxy)phenyl]diazenyl}phenyl 2-(2,4)
acetate.23

8. 4-Hydroxyl-4-[(triisopropoxysilyl)propyloxy]azobenzene.24
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9. (4-Methacryloyloxy)nonafluoroazobenzene.24

10. 4-((4-Methacryloyloxy)phenylazo)pyridine.22

11. (4-Chloro-2-methylphenoxy)acetyloxy-4′-[(trimethoxysilyl)propy-
loxy]azobenze.28

12. 2-Hydroxy-5-{4-[3-(4-trimethoxysilyl)propyloxy-phenyl)-
acryloyl]-phenylazo} benzoic acid.29
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With the development of the molecular imprinting technique, various 
methods have been developed and used to prepare P-MIPs. Bulk polym-
erization is the most popular and general method to prepare molecularly 
imprinted polymers (MIPs) due to its attractive properties, such as rapidity 
and simplicity of preparation, and purity in the produced MIPs. Unquestion-
ably, bulk polymerization has also been used to prepare P-MIPs.

Minoura and coworkers described the first preparation of azo-containing 
MIP membranes with photoregulated template-binding properties using 
p-phenylazoacrylanilide and dansylamide as the functional monomer and 
template molecule, respectively, via bulk polymerisation technique.17

Gong et al. synthesized methacrylic acid like azobenzene-containing func-
tional monomer, 4-[(4-methacryloyloxy)phenylazo]-benzoic acid (MPABA) 
and is the most used azobenzene-containing functional monomer.18 The 
synthesis route for the preparation of MPABA is shown in Scheme 13.3. 
Rate constants for the trans–cis and cis–trans isomerization of MPABA 
were found to be 7.59 × 10−4 and 14.68 × 10−4 s−1, respectively. The adsorp-
tion selectivity in each case of the trans-form and the cis-form was not fully 
studied.

SCHEME 13.3 Synthesis of MPABA.

MPABA can be only dissolved in highly polar solvents, such as DMF 
and DMSO, which restricts its biomedical applications (e.g., drug-delivery 
systems) because of its low water compatibility. Water-soluble azobenzene-
containing functional monomers are urgently needed. To meet this require-
ment, a kind of water-soluble azobenzene-containing functional monomer 
4-[(4-methacryloyloxy)phenylazo] benzenesulfonic acid (MAPASA), with 
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benzenesulfonic acid as the recognition element, has been developed for the 
fabrication of a P-MIPs hydrogel material that can function in the biocompat-
ible aqueous media via precipitation polymerization (Scheme 13.4).19 Their 
studies revealed that the MAPASA-containing polyacrylamide hydrogel 
fabricated from the cross-linker N,N′-hexylenebismethacrylamide was 
found to afford good optical transparency in the aqueous media, reasonable 
substrate binding affinity, and the fastest photoresponse rate. In this, specific 
and nonspecific binding strength of the resultant imprinted hydrogel toward 
the template paracetamol to be 1.96 × 105 and 747.0 M−1, respectively.

SCHEME 13.4 Synthesis of MAPASA.

Recently, a simple and quick detection method for trace bisphenol 
A (BPA) was developed by synthesizing P-MIPs on silica microspheres 
by surface polymerization using a water-soluble azobenzene-containing 
4-[(4-methacryloyloxy)-phenylazo]benzenesulfonic acid as the functional 
monomer.20 The SMIP microspheres displayed good photoresponsive 
properties and specific affinity toward BPA with high recognition ability 
(maximal adsorption capacity: 6.96 mmol g−1) and fast binding kinetics 
(binding constant: 2.47 × 104 M−1) in aqueous media. Upon alternate irradia-
tion at 365 and 440 nm, the P-MIPs microspheres could quantitatively bind 
and release BPA.

Schmitzer and coworkers demonstrated the utility of a new azo monomer 
di(ureidoethylenemethacrylate) azobenzene (Scheme 13.5) and successfully 
prepared a photoresponsive MIP for methotrexate recognition using it as 
both the functional monomer and cross-linker. They revealed the fact that 
this new cross-linking monomer combines interactive monomer function-
ality with a cross-linking format. This new cross-linking agent is readily 
copolymerizable under mild conditions and has been used for noncova-
lent MIPs preparation with potential improved performance, that more 
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functionality can be introduced without suffering performance losses due to 
reduced cross-linking.

SCHEME 13.5 Synthesis of di(ureidoethylenemethacrylate).

Takeuchi et al. designed a photoresponsive functional monomer 
having diaminopyridine and azobenzene moieties, 4-{4-[2,6-bis(n-butyl-
amino)pyridine-4-yl]-phenylazo}–phenyl methacrylate (Scheme 13.6) for 
preparing photoresponsive imprinted polymers for porphyrin derivatives 
with carboxylic acids. They found that the multiple hydrogen bonds could 
be formed between the template and functional monomer, facilitating the 
assembly of functional monomer with the template in appropriate positions 

SCHEME 13.6 Synthesis of 4-{4-[2,6-bis(n-butylamino)pyridine-4-yl]-phenylazo}-phenyl 
methacrylate.
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by polymerization, yielding selective imprinted cavities complementary to 
the target molecule.21 The monolithic polymers obtained by bulk polym-
erization have to be crushed, grounded, and sieved to an appropriate size, 
which results in particles with irregular shapes and sizes, and some high-
affinity binding sites are destroyed and changed into low-affinity sites. These 
rather limited physical formats (i.e., bulk polymer membranes, bulk mono-
liths) have significantly restricted their application. Therefore, precipitation 
polymerization, enjoying some advantages for synthesizing spherical parti-
cles, such as not requiring a surfactant, containing a single preparative step 
and allowing excellent control over the particle size, is needed to produce 
high-quality, uniform, and spherical P-MIPs.

An azo-containing MIP microspheres with photoresponsive 
template-binding properties via precipitation polymerization using an 
acetonitrile-soluble azo-functional monomer with a pyridine group, 
4-{(4-methacryloyloxy)-phenylazo}pyridine (Scheme 13.7) was devel-
oped by Fang.22 The resulting azo-containing MIP microspheres had a 
number–average diameter of 1.33 mm and a polydispersity index of 1.15, 
and they showed obvious molecular imprinting effects toward the template, 
2,4-dichlorophenoxyacetic acid (2,4-D).

SCHEME 13.7 Synthesis of 4-{(4-methacryloyloxy)-phenylazo}pyridine.

As a convenient and versatile method, the sol–gel process has already 
been developed by a number of researchers and has been utilized to prepare 
MIPs. Generally, sol–gel based materials are prepared through acid-cata-
lyzed or base-catalyzed hydrolysis of silanes, which is followed by polycon-
densation of the silanols into a polysiloxane network. The amorphous sol–
gel molecularly imprinted materials have some advantages. For example, 
template removal from sol–gel materials can be more thorough under much 
stronger removal conditions, such as hydrolysis in strong acid and strong 
base, or even combustion. Also, the control of porosity, thickness, and 
surface area of sol–gel materials is more convenient.
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A novel photoresponsive functional monomer which bearing a siloxane 
polymerizable group and azobenzene moieties, that is, an organic–inorganic 
polymerizable monomer, was synthesized by Jiang et al.23 This azobenzene 
monomer was used to prepare photoresponsive molecularly imprinted poly-
mers (Scheme 13.8), which have specific binding sites for 2,4-D through 
hydrogen-bonding interaction. The concentration of the 2,4-D can be quan-
titatively determined through the trans-to-cis photoisomerization rate of the 
azobenzene chromophore.

SCHEME 13.8 Synthesis of organic–inorganic polymerizable monomer.

Tang et al. designed and synthesized fluorine-substituted photore-
sponsive functional monomer, (4-methacryloyloxy) nonafluoroazo-
benzene (MANFAB) (Scheme 13.9).24 The release and uptake of PAF 
(2,3,4,5,7,8,9,10-octafluorophenazine) from toluene is photoregulated by 
alternate irradiation at 315 and 440 nm, indicating that photoresponsive 
molecular recognition directed by fluorine–fluorine interaction is possible.

SCHEME 13.9 Synthesis of MANFAB.
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Molecularly imprinted polymers (DR-MIPs) with photonic and magnetic 
dual responses were prepared by combination of stimuli-responsive poly-
mers and a molecular imprinting technique.25 Photoswitchable functional 
monomer of 4-[(4-methacryloyloxy)phenylazo]benzoic acid (MPABA) was 
used as functional monomer. The resultant DR-MIPs of Fe3O4@MIPs exhib-
ited specific affinity for caffeine and photoisomerization induced reversible 
uptake and release of caffeine upon alternate UV and visible-light irradi-
ation. The novel DR-MIPs were used as a sorbent for the enrichment of 
caffeine from real water and beverage samples. The idea of photonic and 
magnetic DR-MIPs makes possible the photoregulated uptake and release 
of pollutants from environment samples, and the magnetic property allows 
for magnetic separation. The photonic and magnetic DR-MIPs could also be 
used in a drug controlled-release system.

A general, facile, and highly efficient approach to obtain azobenzene 
(azo)-containing molecularly imprinted polymer (MIP) microspheres with 
both photo and thermoresponsive template binding properties in pure 
aqueous media is reported.26 This involves the first synthesis of “living” azo-
containing MIP microspheres with surface-immobilized alkyl halide groups 
via atom transfer radical precipitation polymerization. Subsequent modifica-
tion of these microspheres via surface-initiated atom transfer radical polym-
erization of N-isopropylacrylamide (NIPAAm) would result in the MIP. 
This spherical azo-containing MIP particle with surface-grafted PNIPAAm 
brushes should be of tremendous potential in such applications as smart 
separation, extraction, and assays, as well as intelligent drug-delivery and 
bioanalytical analysis.

Photoresponsive surface molecularly imprinted poly(ether sulfone) 
microfibers were synthesized via nitration reaction, the wet-spinning tech-
nique, surface nitroreduction reaction, and surface diazotation reaction for 
the selectively photoregulated uptake and release of 4-hydrobenzoic acid 
(4-HA).27 The prepared molecularly imprinted microfibers show selective 
binding to 4-HA under irradiation at 450 nm and release under irradiation at 
365 nm. The simple, convenient, effective, and productive method for the 
preparation of azo-containing photoresponsive material is also applied to the 
modification of polysulfone and poly(ether ether ketone) (Scheme 13.10). 
All three benzene-ring-containing polymers show significant photoresponsi-
bility after the azo modification.

A novel photoresponsive functional monomer bearing a siloxane polym-
erizable group and azobenzene moieties were reported by Zhou.28 Photores-
ponsive molecularly imprinted sol–gel polymers were successfully fabricated 
from the synthesized functional monomer, using (4-chloro-2-methylphenoxy)
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acetic acid as a molecular template. They employed computational molec-
ular modeling to study the hydrogen bond interactions between template 
molecules and functional monomer. The data indicate that the design of the 
MIP is rational.

SCHEME 13.10 Synthesis of poly(ether sulfone).

Azobenzene containing photoresponsive molecule-imprinted silica 
microspheres were developed by Li et al.29 This presynthesized azobenzene-
based monomer contains a carboxyl and a hydroxyl group for substrate 
interaction (Scheme 13.11). The resulting uniform azo-containing MIP-
silica particles were mechanically stable and showed obvious molecular 
imprinting effects toward the template, ibuprofen.

SCHEME 13.11 Synthesis of azobenzene-based monomer with carboxyl and hydroxyl 
groups.

13.5 CONCLUSIONS

P-MIP particles have wide range potential applications in many fields. 
However, the applications of photoresponsive MIPs are limited because of 
two reasons: (1) the photoinduced trans–cis isomerization of azobenzene 
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functional monomers in highly cross-linked MIPs is slow, which cannot 
meet the requirements of rapid analysis, so the application of photores-
ponsive MIPs in environmental analysis is restricted; (2) visible light has a 
limited ability to penetrate human tissue, which in turn restricts its applica-
tions in drug-delivery systems. Only a few research groups have reported 
applications of P-MIPs. One of the examples is that of Gong and coworkers, 
who developed a reliable method to detect the content of melamine in dairy 
products with the advantages of the simple pretreatment of samples, a quick 
detection step, good sensitivity, and no need for expensive instruments. This 
kind of work revealed new potential applications for P-MIPs in chemo-
sensing, food safety, and environmental analysis. Long-term efforts are still 
needed to further progress and development of the versatile functions of 
P-MIPs.
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ABSTRACT

Green nanotechnology commonly used in the development of clean tech-
nologies. In this chapter, different aspects of this technology are reviewed.

14.1 INTRODUCTION

Past few decades were extremely dedicated for the novel research in science 
especially nanotechnology. Nanotechnology expands itself not only in few 
areas of applied science, but it is also helping in the field of energy, envi-
ronment, sewage technologies, pollution control, etc. Nowadays, new nano-
technological materials have been designed which are having high impact 
on biodiversity, conservation, and human health benefits. One of the impor-
tant aspect of nanotechnology is green nanotechnology, which is actually 
the use of nanotechnology to conserve and protect the environment. It also 
includes the use of green nanoproducts or using nanoproducts in support of 
sustainability.

Green nanotechnology commonly used in the development of clean tech-
nologies (pollution-free environment). It uses the nanotechnological prod-
ucts or encourages the replacement of existing products with a new nano-
product. These new nanoproducts are actually environment friendly and 
cause no damage to the environment as compare to the previous one.1

Green nanotechnology has two main motives:

1. Production of nanomaterial and products that are eco-friendly to 
human health. The basis of green technology is green chemistry and 
green engineering.2 So basically, green nanotechnology is nothing 
but is conversion of non-nanotechnological products to nanotechno-
logical products that are biodegradable and eco-friendly. The nano-
products used in green nanotechnology are nontoxic and renewable. 
Due to this, nanotechnology plays an important role in environment 
protection, conservation, and human health.

2. The second aim of green nanotechnology involves development 
of products that are benefiting environment directly or indirectly. 
Nanomaterials or its products can clean hazardous waste, desalinate 
water, treat pollutants, or sense and monitor environmental pollut-
ants directly. In spite of that indirectly, it can also help in automobile 
and other means of transportations which are useful to save fuel. 
Reduction of pollution is one of the major uses of nanotechnology.1 
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Green nanotechnology takes a wide range of view as it ensures 
unforeseen consequences of pollutants and help to minimize its 
impacts on environment.3

There are so many questions related to nanotechnology that how is 
nanotechnology used in biodiversity and how it helps in human health and 
conservation? Many researches were performed in different areas (Fig. 14.1) 
in the past many years related to nanotechnology. Here, we are going to 
discuss few aspects of nanotechnology in different fields.

FIGURE 14.1 Areas of nanotechnological research.

14.2 NANOTECHNOLOGY: ENERGY APPLICATION

To make a step forward toward current science and toward energy genera-
tion technology, scientists have developed a new area on nanotechnology 
which solves the problems related to energy generation and its utility.

Nanofibrication: One of the important subfield of nanotechnology is 
nanofabrication, which is designing and creating devices on nanoscale, 
that helps in capturing, storing, and transferring energy from one system to 
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another. Through the use of nanofabrications, many problems can be solved 
related to current (electricity) generation. Nanotechnology in energy field is 
used to develop those products which are beneficial for a consumer. Several 
benefits have been analyzed in this field; some of them are like high effi-
ciency of heat and light, electrical storage capacity, and decreases in envi-
ronment pollution. These are a few points that prove the involvement of 
nanotechnology in the field of energy.

Solar cells: These are an electrical device which can convert the light 
energy directly into electrical energy by photovoltaic (PV) effect. These 
solar cells are also known as PV cells. The quality and quantity of current, 
voltage, and resistance vary, and it depends upon the type of light absorbed.4 
In general, it is refer a generation of electricity from light. The cells known 
as PV cell even light source is different to sun light, like lamp light, artificial 
light, etc. PVs is the field of technology and research and its application 
is PV cells which produces electricity from light, though it is often used 
specifically to refer to the generation of electricity from sunlight. Cell is 
sometimes used as a photodetector (e.g., infrared detectors), detecting light 
or other electromagnetic radiation near the visible range or measuring light 
intensity.

The operation of a PV cell requires three basic attributes:

1. The absorption of light, generating either electron–hole pairs or 
excitons.

2. The separation of charge carriers of opposite types.
3. The separate extraction of those carriers to an external circuit.

Similar to this, solar thermal power absorbed sun light either by direct 
heating or indirect electrical power generation. In this method, nanoparticles 
like titanium dioxide, silver, quantum dots, and cadmium telluride are used 
in the preparation of thin solar cells.

There are also types of nanoparticle spray available which have capacity 
to increase the efficiency of solar light and help in more instant transforma-
tion of solar.5

Fuel cell: It is a device that converts the chemical energy from a fuel into 
electricity through a chemical reaction with oxygen or another oxidizing 
agent.6 Hydrogen is the most common fuel, but hydrocarbons such as natural 
gas and alcohols like methanol are sometimes used. Fuel cells are different 
from batteries in that they require a constant source of fuel and oxygen/air 
to sustain the chemical reaction; however, fuel cells can produce electricity 
continuously for as long as these inputs are supplied.
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There are many types of fuel cells, but they all consist of an anode, a 
cathode, and an electrolyte that allows charges to move between the two 
sides of the fuel cell. Electrons are drawn from the anode to the cathode 
through an external circuit, producing direct current electricity.7 In addi-
tion to electricity, fuel cells produce water, heat, and, depending on the fuel 
source, very small amounts of nitrogen dioxide and other emissions. The 
energy efficiency of a fuel cell is generally between 40% and 60%, or up to 
85% efficient in cogeneration if waste heat is captured for use.8

Nanobatteries are fabricated batteries employing technology at a 
nanoscale, a scale of minuscule particles that measure less than 100 nm 
or 100 × 10−9 m. In comparison, traditional Li-ion technology uses active 
materials, such as cobalt oxide or manganese oxide, with particles that 
range in size between 5 and 20 μm (5000 and 20,000 nm—over 100 times 
nanoscale). It is hoped that nanoengineering will improve many of the 
shortcomings of present battery technology, such as recharging time and 
battery memory.

14.3 NANOTECHNOLOGY: WATER TREATMENT

Two-fifth of the world population lack proper sanitation.9 Although there 
are so many technologies available but due to high cost and availability to 
a common man, it is quite tough to provide a proper sanitation and clean 
water throughout the world. Conventional water-treatment technologies are 
available and are used from thousands of years at household level.10 These 
conventional methods are very effective for poorer group of people and 
these methods are filters (ceramic, activated carbon, granular media, fiber, 
and fabric), desalination (reverse osmosis, distillation, etc.), chemical, and 
radiation treatment.11

Monitoring devices: By the use of nanotechnology, sensor devices 
have been designed and are able to sense the quality and quantity of water 
resource and it can also detect the contaminations. Due to the use of nano-
technology, the water can be treated which is cost efficient, cheap, and 
durable compared to the conventional household methods.12 Commercially, 
membrane, meshes, filters, ceramics, clay and absorbent, zeolites, and cata-
lysts are available in which nanomaterials are used. Zeolite nanoparticles 
can be prepared by laser-induced fragmentation of zeolite LTA micropar-
ticles using a pulsed laser or by hydrothermal activation of fly ash. Zeolites 
are used as an ion-exchange media for metal ions and effective sorbents for 
removal of metal ions. Zeolites have been reportedly used in the removal of 
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heavy metals such as Cr(III), Ni(II), Zn(II), Cu(II), and Cd(II) from metal 
electroplating and acid-mine wastewaters.

Nanoscale membrane: It helps to separate the useful chemical product 
from the chemical reaction of waste materials.

Nanoscale catalyst: By the use of small amount of nanomaterial as cata-
lyst makes a chemical reaction more efficient and it also decreases the waste 
product of the reaction.

Nanoscale sensor: It helps to control the process of water treatment and 
it will go smooth step by step.

Nanofiltration is the new membrane filters which are used to soften and 
remove the decomposition byproduct of natural organic synthetic organic 
matter.13,14 Nanofiltration based on cross flow technology which is in between 
ultrafilters and reverse osmosis.

Carbon nanotube membranes: It provides a high surface of filtration 
with high permeability and very strong mechanical and thermal stability. 
They can remove bacteria, virus, sediments, and organics contaminations. 
It is very cost effective and does not need frequent maintenance.15 But one 
of the most important aspects to be discussed is the use of asbestos in these 
nanofilters, which are harmful for the flora and fauna.16

14.4 NANOTECHNOLOGY: REMEDIATION

It is a method used to decontaminate the ground water by the use of nanoma-
terials. Especially, zero-valent metals were used in this method. It involves 
the injection of nanoparticles in contaminated water and these nanoparticles 
get transported to the source of contamination by the ground water flowed 
and degrade the contaminants. The degraded products are less harmful 
as compared to the previous one.17 In general, nano-irons are used in this 
process. The less harmful product may be trichloroethylene and dichlo-
roethene, while vinyl chloride may also form, which is more harmful as 
compared to the parent compound.17 There is no need to remove the nanopar-
ticle from the water as it is frequently transported and decontaminates the 
source and forms a less harmful waste product.18,19

Nanopollutions are pollutants which are generated from nanomaterials 
during their production. These waste products are very minute in size so 
cannot be detected easily. Due to small size and light weight, it can easily 
enter animals through penetration of epidermis and can also float in the envi-
ronment. This kind of waste may be very dangerous because of its size. In 
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general, only these nanoparticles were generated by humans which are not 
found in nature. It is having a very high impact on human health either posi-
tive or negative.20 Nanofilterations are used to separate the nanomaterials 
of smaller than 10-nm size. Similar to this, magnetic nanoparticles are used 
to separate the heavy particle from the wastewater. Traditional and normal 
filtration methods are nowadays replaced by nanoscale particles which is 
highly efficient in contamination removal from wastewater as compared to 
the previous two. Nanotechnology is also used to clean the environment by 
removing nanomaterials from the environments solar cell, fuel cells, and 
environmental friendly batteries.

14.5 CONCLUSION

Previously, one of the major area of nanotechnology was drug delivery, 
but new areas have also emerged and they prove that nanotechnology can 
also support for a better human life. In spite of this, it can also protect and 
conserve our environment. It also helps to decontaminate water and provide 
clean water. Nanotechnologies will solve many efficient issue related energy 
generation. Application of nanotechnology involves cost effective and inno-
vative methods for environmental remediation and waste management. 
Materials created using nanotechnologies are lighter and stronger generates 
less waste material.
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ABSTRACT

Carbon nanofibers (CNFs) possess properties that are rarely present in any 
other types of carbon adsorbent, including a small cross-sectional area, 
combined with a multitude of slit-shaped nanopores that are suitable for 
adsorption of certain types of molecules. Because of their unique properties, 
these materials can be used for the selective adsorption of organic molecules.

On the other hand, activated carbon fiber (ACF) has been widely applied 
as an effective adsorbent for micropollutants in recent years. ACF effectively 
adsorbs and removes a full spectrum of harmful substances. Although there 
are various methods of fabricating CNFs, electrospinning is perhaps the most 
versatile procedure. This technique has been given great attention in current 
decades because of the nearly simple, comfortable, and low cost. Spinning 
process control and achieve optimal conditions are important to effect on 
its physical properties, absorbency, and versatility with different indus-
trial purposes. Modeling and simulation are suitable methods to obtain this 
approach. In this chapter, activated CNFs were produced during electrospin-
ning of polyacrylonitrile solution. Stabilization, carbonization, and activa-
tion of electrospun nanofibers in optimized conditions were achieved, and 
mathematical modeling of electrospinning process was done by focusing on 
governing equations of electrified fluid jet motion (using FeniCS software). 
Experimental and theoretical results will be compared with each other to esti-
mate the accuracy of the model. The simulation can provide the possibility 
of predicting essential parameters, which affect the electrospinning process.

15.1 INTRODUCTION

Water and air represent two environmental systems where the most pressing 
environmental issues remain. Water pollution and deteriorating freshwater 
supplies are frequently mentioned as critical global problems.1 Various agri-
cultural processes and industrial sectors are the major sources of pollutants 
into the environment. These include oil and petrochemical production, mining 
and mineral processing, battery manufacture, printing and photographic 
industry, electroplating processes, textile industries and agricultural activi-
ties, burning of fossil fuels, incineration of wastes, and automobile exhausts 
processes.2 Dyes are one of the most complex pollution that is entering the 
water sources by industries. The conventional water treatment process of 
flocculation–filtration–disinfection is effective to remove suspended solid in 
raw water and has been practiced for over century for water supply. All the 
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same, it is disabled to remove micropollutants such as dye particles that may 
cause serious problem of water safety in raw water.1,3 On the other hand, the 
growing environmental concerns of worldwide heating and climate change 
have motivated significant research activities, such as separation, capture, 
and storage of greenhouse gases, especially carbon dioxide (CO2), which 
will be more and more significant in the future world economic system.4

Activated carbon nanofibers (ACNFs) has been shown to be an effective 
adsorbent for the removal of a spacious sort of organic and inorganic pollut-
ants from aqueous or gaseous media. It is widely practiced due to its excep-
tionally high surface area, well-developed internal micro- or nanoporosity, 
and broad spectrum of surface functional groups.5 ACF effectively adsorbs 
and removes a full spectrum of harmful substances. Introducing of nanosized 
porosity has been proven as an effective scheme to achieve better adsorption. 
On the other hand, fibrous materials have filled requests in lots of areas due 
to their intrinsically high surface and porous structures. In concept, coupling 
nanoporosity and ultrafine form of fibrous materials would lead to the highest 
possible specific surface area.1,6 An activated form of carbon nanofibers 
(CNFs) is one of the most famous porous ultrafine fibers with significant 
flexibility.1,7 Although there are several methods of fabricating CNFs, such as 
a traditional vapor-growth method or plasma-enhanced chemical vapor depo-
sition method, electrospinning is the most versatile and useful operation. A 
simple and affordable approach is to utilize electrospinning to prepare carbon 
precursor polymer nanofibers and subsequent thermal treatment to produce 
carbon nanostructure.8,9 Among the various precursors for producing CNFs, 
polyacrylonitrile (PAN) is the most commonly used polymers, primarily due 
to its high carbon yield, flexibility for tailoring the structure of the final CNF 
products, and the easiness of obtaining stabilized products due to the orga-
nization of a ladder structure via nitrile polymerization.10,11 Electrospinning 
PAN followed by stabilization and carbonization has become a straightfor-
ward and convenient path to make continuous CNFs.12,13

Electrospinning that first patented by Cooly in 1902 has been used to 
produce nanofibers from polymers or composites. This method is seen in 
terms of its versatility, flexibility, and simplicity of fiber yield. At a labo-
ratory level, a typical electrospinning set-up only requires a high-voltage 
power supply (up to 30 kV), a syringe, a flat-tip needle, and a conducting 
collector.14 Schematic diagram of electrospinning is shown in Figure 15.1.

PAN nanofibers are converted into CNFs by the sequenced processes of 
stabilization, carbonization, and graphitization.15 It is necessary to select 
the optimum conditions of temperature, heating rate, and oxidation period. 
Too low temperatures lead to slow reactions and incomplete stabilization, 
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whereas too high temperatures can fuse or even burn the fibers.1,10 A signif-
icant component of our information of the electrospinning process comes 
from experimental observations while the complexity of the process makes 
empirical determination of affected parameters difficult. By employing a 
suitable theoretical model, the effects of parameters can be assessed. It will 
help researchers in predicting the influence of variables and controlling the 
process. Therefore, without conducting any experiments, one can easily 
estimate features of the product under unknown conditions.16,17

FIGURE 15.1 Schematic diagram of electrospinning showing details of the jetting 
processes, the whipping instability, as well as the fiber morphologies that can be obtained.

In the current work, ACNFs were produced during electrospinning of 
PAN solution, stabilization, carbonization, and activation of electrospun 
nanofibers in optimized conditions, and then mathematical modeling of 
electrosinning process will be done by focusing on governing equations of 
electrified fluid jet motion by using FEniCS software.

15.2 EXPERIMENTAL

15.2.1 MATERIALS

Poly(acrylonitrile-ran-venylacetate) (94.6%) was received from Polyacryle 
Co. (Isfahan, Iran). Dimethylformamide (DMF) was purchased from Merck 
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Co. as appropriate solvent due to its solubility parameters18 of the PAN 
powder dissolving and was used without further purification.

15.2.2 METHODS

PAN was dissolved in DMF in a concentration of 11 wt% and was prepared 
by using magnetic stirrer for 24 h. The solution then was electrospinned using 
a syringe pump with pumping rate of 8 µl/min, gamma high voltage provided 
18 kV potentials, in 12 cm spinning distances where provided the optimum 
conditions. Scanning electron microscopy (SEM) was used to select the best 
electrospinning conditions, according to the appearances, uniformity, and 
diameters of electrospun nanofibers1,19 Micrographs to obtain the optimal 
conditions are shown in Figure 15.2. The obtained webs were converted to 
ACNFs during two stages. (1) Stabilization in a chamber furnace Naber-
therm Controller Co. at temperatures 240–270°C and time ranging from 60 
to 120 min, in heating rate of 2°C/min, to find the best stabilization condi-
tions. (2) Simultaneous carbonization and activation in a furnace with pure 
nitrogen (99.99%) atmosphere at temperatures ranging from 800 to 1200°C 
for 1 h. The properties of obtaining ACNF were examined. Then studies 
were conducted on modeling and simulation. In electrospinning, the jet is 
elongated by electrostatic forces and gravity, while pressure, viscosity, and 
density also play a part. As the jet thins, the surface charge density σ varies, 
which in turn affects the electric field E and the pulling force. We assume the 
“leaky dielectric model”20 and the slender-body approximation apply. The jet 
can now be represented by four steady-state equations: the conservation of 
mass and electric charges, the linear momentum balance and Coulomb’s law 
for the E field, with all quantities depending only on the axial position z.21

FIGURE 15.2 The micrographs (a) and (b) show electrospun polyacrylonitrile nanofibers 
in optimized conditions (in different voltages). (a) concentration (11 wt%), pumping rate 
(8 μl/min), spinning distance (12 cm), and voltage (18 kV), (b) concentration (11 wt%), 
pumping rate (8 μl/min), spinning distance (12 cm), and voltage (16 kV).
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TABLE 15.1 Symbols Employed and Their Definitions.

Symbol Definition Units
τρrr Radial polymer normal stress N/m2

λ Relaxation time s
v Velocity of the jet m/s
α Mobility factor –
ηρ Viscosity of the solution due to the polymer Pa s
τρzz Axial polymer normal stress N/m2

15.3 MATHEMATICAL MODELING PROCEDURE

There are parameters in the model that effect on the morphology and diam-
eter of electrospun nanofibers. The governing parameters are diameter, 
velocity fluid jet, the electric field (E, v, d). Once the jet flows away from 
the Taylor cone in a nearly straight line, the traveling liquid jet is subjected 
to a variety of forces, such as an electrostatic force, a viscoelastic force, a 
surface tension force, a gravitational force, and an inertia force.22,23

Using the equation of these forces operating on the fluid jet and eqs 15.1 
and 15.2 that called Giesekus constitutive equations, are considered here to 
translate the nonuniform uniaxial extension of viscoelastic polymer,24 the 
model was thought. The notations are provided in Table 15.1.

 ( ) 2
rr rr rr rrρ ρ ρ ρ ρ

ρ

λτ λ ντ ν τ α τ η ν
η

+ + + = −′ ′ ′  (15.1)

 ( ) 2 2zz zz zz zzρ ρ ρ ρ ρ
ρ

λτ λ ντ ν τ α τ η ν
η

+ + + =′ ′ ′  (15.2)

15.4 RESULTS AND DISCUSSION

The PAN nanofiber and its stabilized forms were evaluated using SEM, 
FTIR, and DSC. As can be seen in Figure 15.2, by using SEM, the optimal 
conditions were obtained. It was observed that PAN nanofibers lose some of 
their diameters during stabilization and carbonization processes.

Comparing the FTIR spectra of untreated and stabilized PAN nanofiber in 
different temperature and measure, the extent of stabilization reaction (EOR) 
refer to (15.3) was achieved stabilization optimal conditions (Fig. 15.3).
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FIGURE 15.3 Micrograph of (a) stabilized and (b) carbonized nanofibers in optimum 
condition.
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The optimal conditions (times and temperatures) are chosen according to 
higher calculated EOR.

By using DSC analysis, the thermal behavior of untreated and stabi-
lized PAN nanofibers was studied. It is known that the quality of resulting 
carbon fibers depends strongly upon the level of stabilization process during 
CNF production. According to the consistent confirmed results obtained 
by employing analyzing techniques, the conditions that contain ranges of 
temperature and time of 270°C and 2 h using heating rate below 2°C/min 
had the maximum stabilization efficiency, so they were selected as the suit-
able conditions for stabilization stage prior to carbonization and activation 
process. Simultaneous carbonization and activation were carried out under 
pure nitrogen (99.99%) atmosphere at temperatures ranging from 800 to 
1200°C for 1 h to achieve ACNF.

The model capability to predict the behavior of the process parameters 
was demonstrated using simulation. The plot obviously showed the changes 
of R versus axial position. The plot shows similar behavior to those reported 
by other researchers and experimental data. According to the figures as 
the jet becomes thinner downstream, the increase in jet speed reduces the 
surface charge density and thus electric force. The rate of R is maximum at 
the beginning of motion and then relaxes smoothly downstream toward zero 
(Figs. 15.4 and 15.5).
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FIGURE 15.4 Diameter changes in jet axis direction.

FIGURE 15.5 Simulation of diameter changes in jet axis direction using FEniCS software.

15.5 CONCLUSION

By applying optimum conditions of electrospinning, stabilization, and 
simultaneous carbonization and activation, using SEM, FTIR, DSC, and 
BET techniques, ACNFs with the surface area of 850 m²/g and the porosity 
of 65% with micropores (average width pores of 0.7 nm) were produced 
in this study. Besides, it is claimed that the production parameters can be 
arranged in the manner which is leading to the appropriate pore volume 
and pore size distribution for the ACNF application as molecular sieving in 
water contamination control.
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A regular adsorption experiment was used to evaluate the dye removal 
potential of produced ACNF. Adsorption experiment carried out with 200 
mg/l of basic blue 41 dye (a cationic dye) with different kind of adsorbents 
such as activated carbon, chitin, and ACNF. Dye removal efficiency of 
ACNF was much higher that other adsorbents (around 52%) that is related 
to higher porous structure of ACNFs providing physical entrapping of adsor-
bate molecules.
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ABSTRACT

Physical reasoning problems, like electrospinning phenomena, have usually 
required a representational apparatus that can deal with the vast amount of 
physical knowledge that is used in reasoning tasks. Mathematical and theo-
retical modeling and simulating procedure will permit to offer an in-depth 
prediction of electrospun fiber properties and morphology. Utilizing a model 
to express the effect of electrospinning parameters will assist researchers in 
making an easy and systematic way of presenting the influence of variables, 
and by means of that, the process can be controlled. Considering the fact that 
electrospinning like most of the scientific problems is inherently nonlinear 
so the governing equations that affect fluid motions do not have analytical 
solution and should be solved by using other methods. Although there are 
several numerical methods, which have been applied in literatures to solve 
such problems, the main novelty in this research will be the application and 
presentation of a new mathematical model with a minimum applicable time 
for running simulation program.

16.1 INTRODUCTION

Electrospinning is an easy but relatively inexpensive procedure, in which 
an electrical charge is applied to draw really fine (typically in the micro- 
or nanoscale) fibers from polymer solution or melt.1 This technique is able 
to manufacture high-volume production of fibers from a vast variety of 
materials including polymers, composites, and ceramics.2,3 Electrospinning 
technology was first developed and patented by John Francis Cooley in the 
1902s,4 and a few years later, the actual developments were triggered by 
Reneker and coworkers.5 In this method, nanofibers are produced by solid-
ification of a polymer solution stretched by an electric field.6,7 There are 
commonly two standard electrospinning setups, vertical and horizontal, that 
is shown in Figure 16.1. By expanding this technology, several researchers 
have developed more intricate systems that can fabricate more complex 
nanofibrous structures in a more controlled and efficient style.8

In the electrospinning process, a high voltage is applied to produce an 
electrically charged jet of a polymer solution or melt, which dries or solidi-
fies to leave a polymer fiber. This technique consists of three stages that 
correspond to the behavior of the electrospun jet: the formation of the Taylor 
cone, the ejection of the straight jet, and the unstable whipping jet region, as 
shown in Figure 16.2.9
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FIGURE 16.1 Electrospinning set-ups: (a) vertical alignment of the electrodes (top-to-
bottom design) and (b) horizontal alignment (bottom-to-top design).

FIGURE 16.2 Behavior of the electrospun jet.

An important stage of nanofibers formation in electrospinning includes 
fluid instabilities such as whipping instabilities.10 Therefore, the fluid jet and 
electrospinning method are out of control. The efficiency of this method 
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can be improved by applying modeling and simulating. Mathematical and 
theoretical modeling and simulating procedure will help in presenting an 
in-depth insight into the physical comprehension of complex phenomena 
during electrospinning and might be very applicable to manage contributing 
factors to increase the production rate.11 Although electrospinning tech-
nology is simple, industrial applications of this method are still relatively 
rare, mainly due to the significant problems of very low fiber production rate 
and difficulties in controlling the process.12 Modeling and simulation yield 
appropriate information about how something will act without actual testing 
in real. Modeling is a representative of a real object or system of objects to 
visualize its appearance or analyze its behavior. Simulation is transitioning 
from a mathematical or computational model for the description of the 
system behavior based on lots of input parameters.13,14

Moreover, in experimental situations when the possibility of error is 
high, simulation can be even more realistic than experiments, as they let 
the free configuration of environmental and operational parameters and are 
able to be run faster than in actual time.1 It is necessary for the expansion 
theoretical and numerical models of electrospinning, because each material 
demands a different optimization procedure. Utilizing a model to express 
the effect of electrospinning parameters will assist researchers in making 
an easy and systematic way of offering the influence of variables and by 
means of that, the process can be controlled. Additionally, predicting the 
results under a novel combination of parameters becomes possible. There-
fore, without conducting any experiments, one can easily estimate features 
of the product under unknown conditions.1

In this research, assignment will be the application and presentation of 
novel mathematical model with a minimum applicable time for running 
simulation program.

16.2 MODEL DEVELOPMENT

In electrospinning, the jet is elongated by a variety of forces, such as a 
Coulomb force, an electric force imposed by the external electric field, a 
viscoelastic force, a surface tension force, a gravitational force, and an air-
drag force.15 It is assumed the “leaky dielectric model”16 and the slender-
body approximation apply. Therefore, the electrospun jet can be represented 
by four steady-state equations as follows.17 The notations are provided in 
Table 16.1.
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TABLE 16.1 Symbols Employed and Their Definitions.

Symbol Quantity Conversion from Gaussian 
and CGS EMU to SI

R Jet radius m

Q Volume flow rate m3/s

E z Component of the electric field V/m

v Velocity of the jet m/s

K Conductivity of the solution S/m

σ Surface charge density C/m2

I Jet current A

ρ Fluid density kg/m3

p Pressure N/m2

γ Surface tension of the solution N/m

Rˊ Slope of the jet surface –

τzz Viscous normal stress in the axial direction N/m2

e
tt

Tangential stress exerted on the jet surface due to 
the electric field

N/m2

e
nt

Normal stress exerted on the jet surface due to the 
electric field

N/m2

E∞

τρrr

τρzz

λ
α
ηρ

η0

ε̄
ε
R0

External electric field

Radial polymer normal stress

Axial polymer normal stress

Relaxation time

Mobility factor

Viscosity of the solution due to the polymer

Viscosity of the solution at zero shear rate

Dielectric constant of the ambient air

Dielectric constant of the solution

Jet radius at the origin

V/m

N/m2

N/m2

s

–

Pa s

Pa s

–

–

m

Conservation of mass

 πR2 = Q (16.1)

Conservation of charge

 πR2 KE + 2πR vσI (16.2)
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The momentum equation
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Coulomb’s law equation for electric field
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In addition, eqs 16.5 and 16.6 that called Giesekus constitutive equations, 
are considered here to represent the nonuniform uniaxial extension of visco-
elastic polymer solutions.16

 ( ) 2
rr rr rr rrρ ρ ρ ρ ρ

ρ

λτ λ ντ ν τ α τ η ν
η

+ + + = −′ ′ ′  (16.5)

 ( ) 2
rr rr rr rrρ ρ ρ ρ ρ

ρ

λτ λ ντ ν τ α τ η ν
η

+ + + = −′ ′ ′  (16.6)

The equations can be converted to dimensionless form using the following 
characteristic scales and dimensionless groups.

Characteristics parameters

Length R0 

Velocity 0 2
0

Q
R

ν
π

=  

Electric field 0 2
0

IE
R Kπ

=

Dimensionless groups employed

Froude number 
2
0

0

Fr
gR
ν

=
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Reynolds number 0 0

0

R
Re

ρν
η

=

Weber number 
2
0 0R

We
ρν

γ
=

Inserting these dimensionless parameters and groups into eqs 16.1–16.6 
gives the dimensionless equations. Then applied boundary conditions. The 
mathematical model is formulated using the partial differential equation 
(PDE) module using FEniCS package software.

16.3 RESULT AND DISCUSSION

The model capability to predict the behavior of the process parameters was 
demonstrated using simulation. The plots obviously showed the changes 
of each parameter versus axial position. According to the figures as the jet 
becomes thinner downstream, the increase in jet speed reduces the surface-
charge density and thus electric force. The rates of R are maximum at the 
beginning of motion and then relax smoothly downstream toward zero. 
Axial shear stress and, as a result, axial viscosity of the polymer solution 
increases versus z.

Diameter changes in jet axis direction.
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Electric force in jet axis direction.

Viscosity force in jet axis direction.

Simulation of Taylor cone simulation using FEniCS software.
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Simulation of electric field changes during electrospinning process using FEniCS software.

Simulation of diameter changes in jet axis direction using.

16.4 CONCLUSION

In this chapter, electrospun nanofibers which are produced during electros-
pinning of polymeric solution in optimized conditions are simulated using 
mathematical modeling of electrospinning process. This procedure is done 
by focusing on governing equations of electrified fluid jet motion by using 
FeniCS software. Comparing experimental and theoretical results repre-
sents good accuracy of the model. The simulation provides the possibility 
of predicting essential parameters which affect the electrospinning process 
such as electric field changes and diameter of final nanofiber.
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17.1 INTRODUCTION

With the rapid development of science and technology in almost all industry 
branches, bonding systems combining different materials using adhesives 
are coming to the forefront. Recent years have been characterized by rapid 
development in the use of bonded joints in the engineering industry, the auto-
motive and aerospace industry, in building construction, woodworking, and 
other industries. Not only does the application of adhesives provide a tech-
nological advantage, but, particularly, it also has a relatively large economic 
effect in the sectors where adhesive consumption is constantly increasing. In 
the application of all kinds of adhesives, it is also necessary to respect the 
technological processes given by the producer of the adhesive, as well as the 
safety rules when working with the adhesive, because some types of adhe-
sives are classified as toxic, or they are otherwise harmful to human health.

Urea–formaldehyde (UF) adhesives are currently the most frequently 
used and most widespread adhesives for wood-based composite materials. 
Their industrial consumption is increasing quickly around the world. This 
growth in production is due to the increased production of agglomerating 
materials, mainly particle-board, fiberboard, and plywood. At the same time, 
it is also conditioned by their advantageous properties such as the possibili-
ties for curing at a wide range of temperatures (from 10 to 150°C), they have 
a relatively short curing time and are used in the form of water solutions, are 
colorless, partially water resistant, etc.

A disadvantage of these adhesives is the release of formaldehyde (fd) 
in the production of board as well as during their storage and use. They are 
currently very intensive efforts being made to remove or at least reduce the 
release of formaldehyde. However, free formaldehyde and formaldehyde 
released via slow hydrolysis from amino-plastic bonds are highly reactive 
and easily bonds with proteins in the human organism. This may cause a 
painful inflammation of eye, nose, and mouth mucous. Even a low concen-
tration of formaldehyde vapor in the air may cause unwanted irritation of 
the nose and eyes. However, this irritation usually disappears quickly and 
without causing permanent damage. There are also occasional allergic and 
anaphylactic reactions, and it is therefore necessary to prevent staying in 
such an environment. Emission of formaldehyde and harmful effect of form-
aldehyde is still a problem mainly for products used in interior. Adversely, 
affects the respiratory system, eyes, skin, genetic material, reproductive 
organs, it has a strong effect on the central nervous system. The Interna-
tional Agency for Research on Cancer (IARC) categorizes formaldehyde as 
carcinogen, which can cause allergies.
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Improving UF adhesives to have increased resistance to humidity as well 
as a reduction in the release of free formaldehyde is currently being resolved 
by the addition of different modifiers, melamine formaldehyde resin, or 
by condensation of a mixture of urea and melamine with formaldehyde. 
However, the problem of the release of formaldehyde must be thoroughly 
resolved, since it could jeopardize their use, such as wood-based panels in 
wooden constructions. Some producers tested isocyanate adhesives in their 
operations—despite their high price—mainly due to concerns about sales 
due to the release of harmful formaldehyde when using UF adhesives.5 
Isocyanate adhesives found application in the production of oriented strand 
board. Mamiński et al.14 developed a formaldehyde-free adhesive based 
on urea (U) and glutaraldehyde (GA). High reactivity of the U–GA mix at 
ambient temperature allows for its cold setting. The glues of GA/U molar 
ratio between 0.8 and 1.2 were examined. It was found that for the satisfac-
tory performance of the system, blending with nano-Al2O3 was necessary.

Fibril proteins of leather, mainly collagen, keratin, glycoproteins, hetero-
polysaccharides as hyaluronic acid are the most significant from the view 
of application in different technical applications. Collagen is the most 
widespread animal protein component of skin, tendon, bones and ligament. 
Keratin is the main component of hair, fur, feathers, hooves, horns, and outer 
surface of the skin. Keratin is characterized by a high content of sulfur amino 
acid cysteine with a typical formation of disulfide bridges. Modified collagen 
is the basis for several types of test colloids, where agents for the regenera-
tion of the skin, with a high degree of its hydration appear very promising. 
Originality of the research was ensured as well by the biopolymer keratin 
as natural antisolar protection of skin. This knowledge is based on physi-
ological presence of keratinocytes in leather and connected protective mech-
anism against the effects of the sun. The aim of this work was to develop 
liposome colloid systems based on biopolymers with a multifunctional 
effect and to obtain higher benefit of cosmetic preparations, for example, 
increased hydration, regeneration, protection against ultraviolet radiation, 
barrier protection of the skin, etc. and to ensure microbiologic stability of 
these systems by the application of colloid silver. Samples of biopolymers, 
dispersions, emulsions, and liposomes were evaluated by the determination 
of their basic qualitative parameters as viscosity, dry-content matter, size of 
particles, and stability. Hydrolyzates of keratin lower surface tension from 
the value γ = 72.8 mN/m to the value approx. γ = 55.5 mN/m, and therefore, 
research was oriented to the possibility of lower dosing of synthetic emulsi-
fier at keeping of required stability of hydrogels and hydrocreams. Results 
of testing samples confirmed increased hydration of the skin and protection 
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mainly against UVB radiation. Evaluation of disinfectant efficiency of 
prepared colloidal silver confirmed the bactericidal, fungicidal, and spori-
cidal effect against a broad spectrum of bacteria, fungi, and microbes.16

Collagen is the organic matter, which is included among proteins–amines, 
and it is a characteristic compound of animal body. The most used sources 
of collagen from the leather tanning industry are nontanned (chemically not 
cross-linked) waste with following utilization in industries:

– food (collagen packs for food, food gelatin, pharmacy, cosmetics),
– adhesives (classical, included special properties—increasing of the 

joint elasticity, additives for lowering of formaldehyde emission, 
ensuring the stability of UF adhesives against humidity—in all cases 
after relevant modification), and

– agriculture (biodegradable foils, activator of growth, surface-active 
matters, filling preparations for different utilization).

Another source of collagen is chromium-tanned leather waste, which is 
the risk factor for environment due to presence of Cr3+, which is washed 
from waste, for example, by acid rains at dumping. At waste-water treat-
ment, Cr3+ is oxidized to Cr6+, which is carcinogenic. Therefore, there is an 
effort to use waste as secondary raw material. Waste contains collagen fibrils 
and large amount of amino groups reactive with formaldehyde. This research 
was aimed at determining the possible usefulness (ecologic, efficiency, and 
economic) of collagen material, after dechroming, to modify polycondensa-
tion adhesives for application in the wood-working industry. Polycondensa-
tion adhesives based on UF and phenol–formaldehyde were modified with 
protein hydrolyzates. It is known that collagen hydrolyzate of chrome-tanned 
leather waste added to dimethylol urea clearly limits formation of relatively 
unstable oxy-methylene bridges that may be regarded as potential source of 
formaldehyde emissions. The aim of this study was to verify the change of 
glue joint properties in following ways: influence of collagen hydrolyzate 
on shear strength properties of glued joints under action of water and high 
humid conditions; increasing the water-resistance of glued materials, devel-
opment of adhesive mixtures suitable for gluing of wood at higher moisture 
content, influence of collagen hydrolyzate on lowering the formaldehyde 
emissions from wood-based panels. The intended sources of protein hydro-
lyzates were solid waste from leather production (e.g., chromium shavings 
and chippings, hypodermic and adipose ligament, leather chippings, gelatin 
production, and food packing). These various analytical investigations 
confirmed significant reduction of formaldehyde emission from wood-based 
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panels, increased water-resistance of glued materials, and conforming shear 
strength properties of glued joints. Application of collagen from dechromed 
waste allows improvement of ecologic and economic parameters of bonding 
processes in the woodworking industry (e.g., eliminating of harmful effects 
on the environment and lowering of costs at keeping required quality).23

Just the fact that polycondensation (formaldehyde) adhesives contain 
certain amount of free formaldehyde in the liquid state, and proteins contain 
amine groups, which are able to bond formaldehyde, this is the principle of 
their utilization for their modification.

The aim of the research is to decrease the formaldehyde content in UF 
adhesives by application of collagen colloid, hardener, and additives. In a 
laboratory and industrial conditions, the technology of collagen preparation 
and their modifications were optimized. The work describes possibility to 
lower formaldehyde emission from wood products glued with UF adhesives 
at keeping of required strength of glued joints.

17.2 EXPERIMENTAL PART

17.2.1 UREA–FORMALDEHYDE RESIN

UF adhesives are prepared by the condensation of urea and formaldehyde. 
The chemical reaction and properties of the adhesives obtained depend upon 
these main factors: the molar ratio of the initial components (influences 
the reactivity of the adhesive as well as the content of free formaldehyde), 
temperature, concentration, possibly a catalyst or inhibitor such as hydrogen 
or hydroxyl ions (an alkaline environment supports the addition of fd and 
urea which results in the creation of methylol compounds, whereas an acidic 
environment supports condensation and the creation of resin-like products). 
In the first phase, in a neutral or weak alkaline environment with a molar 
ratio of initial compounds of 1:1, monomethylol urea is created:
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Cured resins contain methylol groups which had no reaction; it is 
assumed that these are groups which are not able to react since they are 
spatially trapped in a cross-linked macromolecule. Together with dimeth-
ylene ether bonds, these trapped methylol groups worse the properties of 
cured UF resins (they mainly decrease water resistance) and also cause the 
release of fd.

Curing agents for UF adhesives. UF adhesives cannot be used in the 
form in which they are supplied. A curing agent, that is, a compound which 
reduces the pH value, must be added. The optimum pH value for curing is 
3–3.5. Generally, curing agents for UF adhesives are salts of strong acids 
and weak bases. At present, the most used curing agents are

– water solution of NH4NO3, modified with HCOOH or H3PO4 to pH 
4–5,

– powder based on (NH4)2SO4 with the addition of acidic compounds 
so the resulting pH will be between 4.1 and 5.0.

Catalytic influence of wood on the hardening behavior of UF adhesives 
used for wood-based panels has little or no effect on the curing progress of 
the resins.24

Fillers and extenders for UF adhesives. The cured film of UF adhe-
sive in a glued gap should not be thicker than 0.1 mm. With increased 
thickness, it becomes more brittle, it ages more quickly and its mechanical 
strength decreases. After the adhesive is cured, the volume of adhesive 
film is reduced—film shrinks. The filler should not change the pH of an 
adhesive mixture. The fragility and quick aging of film with a greater 
thickness, as well as the contraction in volume during curing, are the main 
reasons for using fillers. The principle of the action of fillers is in dividing 
the thicker film of an adhesive into individual thin layers between particles 
of the filler. This will result in distribution of the internal strength of the 
adhesive film. Extenders thicken the adhesive and increase the stability of 
a glued bond and reduce production costs by lowering the consumption of 
adhesives. Wheat flour (wheat, rye, corn), potato starch, blood albumin, 
and others are used. The most suitable extenders are substances with a 
particular adhesive ability. If they are used up to an amount of approxi-
mately 20%, they do not really have a great influence upon strength and 
water resistance of a bond.
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17.2.2 PROTEIN COLLAGEN MODIFIER

The basic components of adhesives of animal origin are proteins in the form 
of colloid solutions which have adhesive properties. This research of modifi-
cation of adhesives for wood-working industry is based on natural nontoxic, 
biologically degradable, and cheap protein biopolymers. Market offers 
large amount of biopolymers (e.g., collagen waste from food and leather 
productions), which can be used as modifiers of adhesives for woodworking 
industry.1,13,26 Proteins of amino acids with peptide bond are the source of 
large amount of amino groups –NH2, which are reactive with formaldehyde:

Fibril character of collagen presents similar analogy with cellulose fibers 
and its structure can be stabilized with chemical bond, for example, formal-
dehyde, GA, etc. Another advantage of biopolymers is their nontoxicity and 
biodegradation ability to basic structural elements. For adhesives, modifica-
tion reactions of proteins have the significance. Proteins lose their original 
solubility by affecting of formaldehyde. This property is used for lowering 
formaldehyde emission from UF adhesives, increasing water resistance of 
leather glue.

17.2.3 PLYWOOD PREPARATION

Plywood is wood-based board material usually used for testing of poly-
condensation glue compositions according to European standards. The 
technological process of plywood production for determination of strength 
properties and content of free formaldehyde with utilization of collagen 
hydrolyzate was following:

– beech-wood (Fagus sylvatica L.) veneers with the thickness of 1.7 
mm,

– moisture content of veneers 4–6%, and
– spread of adhesive mixture with gluing roller in amount of 153 resp. 

135 g/m2.
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Plywood was prepared with three or five layers. Plywood pressing was 
carried out in electrically heated press FONTIJNE at the temperature of 
125°C and specific pressure of 1.8 MPa during the pressing time 10 min. 
After pressing and conditioning, samples for testing of mechanical and phys-
ical properties were prepared. The content of formaldehyde was determined 
by perforator method according to EN 120.6 Dry content matter content was 
determined gravimetrically according to EN 322.7

17.3 RESULTS AND DISCUSSION

The research of modification of adhesives is aimed on utilization of products, 
which are easy accessible and their application save the costs for resin produc-
tion. Leather and food industry produces amount of different biopolymer waste, 
which pollutes the environment.4,17,21 Protein waste arising at the processing 
of leather consist approx. of 55% carbon, 21% oxygen, 7% hydrogen, 17% 
nitrogen, and/or sulfur and phosphorus and their properties are conditioned by 
the chemical composition, amino acid sequence, molecular size, and dimen-
sional structure. Besides peptide bond, in proteins there are very often covalent 
disulfide bond (disulfide bridge) and other covalent bonds, for example, ester.3

For the preparation of adhesives, they have special importance modifying 
reactions of proteins. By affecting of formaldehyde, proteins lose their orig-
inal solubility. This property is used to reduce formaldehyde emission of UF 
adhesives, increase the resistance of leather glue against moisture, and also 
the increase resistance of albumin glues, and at the manufacture of artifi-
cial horn. Fibril character of collagen is analogic with cellulose fibers and 
its structure can be stabilized by chemical bond, for example, formaldehyde, 
GA, etc. Substantial advantage of biopolymers is their nontoxicity and ability 
of biodegradation into their constituent elements.11,18,20 Langmaier et al.12 
in experiments used hydrolyzate of chromium waste from leather industry 
obtained by enzymatic hydrolysis. Nonisothermal thermogravimetric method 
was used at investigation of condensation reactions of dimethylolurea and its 
mixtures with different weight content of urea, hydrolyzate, or acid hardener.

GA is chemical matter, which is often tested for modification of hardeners; 
there is the assumption, which is completely cross linked into the structure of 
the adhesive. Maminski et al.15 investigated melamine–urea–formaldehyde 
adhesive, they added GA into the hardener in form of 50% water solution. 
Shear strength of birch samples glued with modified adhesive was signifi-
cantly higher in comparison with the reference sample. Also, there is a direct 
bond of GA with chemical compounds of wood, what significantly increase 
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the strength of glued joint. The percent of fiber destruction was much higher, 
modified adhesive proved stronger interaction adhesive wood.

In the experimental research, commercial UF resin KRONORES CB 
1639F and hardener ammonium nitrate (R-60) was used. Natural modifiers of 
UF resins were raw materials based on collagen prepared from waste of leather 
industry. For modification of collagen hydrolyzate urea, di-aldehyde, and glyc-
erol were applied. The composition of collagen hydrolyzates is in Table 17.1.

TABLE 17.1 Composition of Collagen Hydrolyzate Modifiers.

Collagen No. 1—collagen hydrolyzate prepared from waste of leather industry
Collagen No. 2—collagen hydrolyzate modified with urea
Collagen No. 3—collagen hydrolyzate modified with urea and glutaraldehyde

Experimental research was aimed on testing the influence collagen 
hydrolyzate prepared from leather waste and its modifications on adhesive 
properties—mainly on lowering of fd emission, viscosity, surface tension, 
life-time, and strength of glued joint. Parameters of collagen colloid for 
application into UF resins are in Table 17.2.

TABLE 17.2 Physical and Chemical Parameters of Dry Collagen Colloid.

Size of particles 60 mesh or 0.25 mm
Bloom at concentration 6.67% and temperature 10°C 191
Viscosity at concentration 6.67% and temperature 60°C 2.6 mPa s
pH 5.2
Dry content matter 90.8%
Ash <2%

Compositions of UF resin and collagen colloid mixtures applied in 
further experiments are described in Table 17.3.

TABLE 17.3 Compositions of UF Adhesive Mixtures.

Standard—KRONORES CB 1639F + 3% hardener R-60
Modification 1—KRONORES CB 1639F + 3% hardener R-60 + (2%, 5%, 8%, 10%) 
substitution of resin with collagen
Modification 2—KRONORES CB 1639F + 3% hardener R-60 + (2%, 5%, 8%, 10%) 
substitution of resin with collagen modified with urea
Modification 3—KRONORES CB 1639F + 3% hardener R-60 + (2%, 5%, 8%, 10%) 
substitution of resin with collagen modified with urea and glutaraldehyde
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17.3.1 THE INFLUENCE OF COLLAGEN CONCENTRATION ON 
THE CHANGE OF SURFACE TENSION

Studies on surface tension were carried out by drop number method using 
Traube’s stalagmometer technique. This stalagmometric method is one of 
the most common methods for measuring surface tension. Traube’s stal-
agmometer is an instrument for measuring surface tension by determining 
the exact number of drops in a given quantity of a liquid. The drop-number 
method is based on the principle that a fixed volume of a liquid deliv-
ered is free falling from a capillary tube held vertically approximately 
proportional to the surface tension of liquid. Surface tension is the result 
of the difference between attractions of molecule of the substance on the 
other side of the interface. The surface tension of water is created by van 
der Waals forces. Obtained results of measurements of the influence of 
collagen concentration on the change of surface tension are described in 
Table 17.4.

TABLE 17.4 The Influence of Collagen Concentration on the Surface Tension and pH Value.

Collagen concentration (%) Surface tension (γ = mN/m) pH

0 72.80 7.4

0.25 68.21 7.2

0.5 66.88 6.8

1 65.50 6.3

2 63.53 6.1

3 60.97 5.5

5 60.19 5.3

8 56.42 5.2

10 55.55 5.2

20 54.40 5.2

The reference value of the surface tension without the collagen biopolymer 
is γ = 72.8 mN/m. Collagen hydrolyzates lower the surface tension from the 
value of reference sample down to the value of γ = 54.40 mN/m, whereas 
this value depends on biopolymer concentration.
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17.3.2 THE INFLUENCE OF ADDITION OF MODIFIED COLLAGEN 
COLLOIDS ON VISCOSITY OF UF ADHESIVE MIXTURE

The influence of addition of modified collagen colloids in different concen-
trations on the viscosity of UF adhesive mixture is presented in Table 17.5.

TABLE 17.5 Effect of Modification of Collagen to Viscosity UV Adhesive Mixture.

Sample Mod. 1 (mPa s) Mod. 2 (mPa s) Mod. 3 (mPa s)

Standard (0%) 450 450 450

Concentration 2% 480 480 550

Concentration 5% 520 550 600

Concentration 8% 580 620 750

Concentration 10% 650 750 980

Modification 1 increases the viscosity of UF adhesive at 10% concentra-
tion up to 650 mPa s from the standard value of 450 mPa s. Modification 2 
increases the viscosity of UF adhesive at 10% concentration up to 750 mPa 
s. Modification 3 most significantly increases the viscosity of UF adhesive 
at 10% concentration up to 980 mPa s.

Investigation the changes of viscosity of UF adhesive mixtures confirmed, 
that collagen jellies are suitable modifiers of UF adhesive viscosity.
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17.3.3 THE INFLUENCE OF MODIFICATIONS OF COLLAGEN 
COLLOIDS ON THE LIFE-TIME OF UF ADHESIVE MIXTURE

The influence of addition of modified collagen colloids in different concen-
trations on the compositions life of UF adhesive mixture is presented in 
Table 17.6. The influence of collagen modification Nos. 1, 2, and 3 with the 
concentration (2%, 5%, 8%, 10%) on the life-time of UF adhesive mixtures 
was compared with the life-time of reference sample.

TABLE 17.6 Effect of Modification of Collagen to Life UV Adhesive Mixture.

Sample Life-time of adhesive mixture at 20°C
Reference >2 weeks
Modification 1 >2 weeks
Modification 2 >2 weeks
Modification 3 >1 week < 2 weeks

The life-time of adhesive mixtures—modification Nos. 1 and 2 are 
comparable with the reference sample of original UF resin. The modifica-
tion No. 3—collagen modified with urea and GA—has shorter time of life 
of adhesive mixture.

17.3.4 THE INFLUENCE OF COLLAGEN MODIFICATIONS ON 
THE CURING TIME OF UF ADHESIVE MIXTURES

Results of the determination of the influence of the amount of collagen 
modification Nos. 1, 2, and 3 on the curing time of UF adhesive mixture 
are described in Table 17.7. Curing time was determined in a test tube at the 
temperature of 100°C.

TABLE 17.7 The Influence of Collagen Modification Nos. 1, 2, and 3 on Curing Time of 
UF Adhesive Mixtures.

Sample Mod. 1 (s) Mod. 2 (s) Mod. 3 (s)
Standard (0%) 63.6 63.6 63.6
Concentration 2% 63.5 63.6 63.0
Concentration 5% 63.2 64.0 62.5
Concentration 8% 62.5 64.5 61.0
Concentration 10% 61.0 65.9 59.0
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From the obtained results, follow that the curing time of UF adhesives is 
affected by the type of modification and the concentration of collagen modi-
fiers in the adhesive mixture:

– urea slows the curing time and
– GA accelerates the curing time.

Modification 3—UF resin + 3% hardener R-60 + (2%, 5%, 8%, 10%) 
substitution of resin with collagen modified with urea and GA quickly accel-
erates the curing time from the value of 63.6–59.0 s.

17.3.5 THE INFLUENCE OF COLLAGEN MODIFICATION ON THE 
CONTENT OF FORMALDEHYDE IN HARDENED UF ADHESIVES

Results of the influence of UF resin modification on the content of free fd 
in 1 g hardened UF adhesive mixture are presented in Table 17.8.

TABLE 17.8 Formaldehyde Content in UF Hardened Modified Samples.

Sample Mod. 1 fd (mg/g) Mod. 2 fd (mg/g) Mod. 3 fd (mg/g)
Standard (0%) 0.35 0.35 0.35
Concentration 2% 0.33 0.31 0.29
Concentration 5% 0.28 0.27 0.27
Concentration 8% 0.25 0.22 0.21
Concentration 10% 0.22 0.19 0.17
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From obtained results, follow that collagen is suitable modifier for 
lowering of fd content in hardened UF adhesive mixtures. Collagen modi-
fied with urea and GA most significantly lowers fd content, and this effect 
is stronger with increasing concentration from the value of the reference 
sample 0.35 mg fd/g down to 0.17 mg fd/g of hardened adhesive.

17.3.6 THE INFLUENCE OF COLLAGEN MODIFICATIONS ON 
THE FORMALDEHYDE CONTENT IN PLYWOOD

The stability of amino-plastic thermoset adhesives is important hygienic 
parameter; therefore, the research effort is aimed on reduction and/or 
avoiding of formaldehyde release from glued material.19,22 When curing 
adhesives, present acidic hardeners increase the rate of both types of cross-
linking bonds of adhesive structure (nonstable dimethyl-ether and also more 
stable methylene bonds), but also influence the transformation of dimethyl-
ether bonds to methylene. With lowering of amount of dimethyl-ether cross-
link bonds in hardened adhesive film of amino plastic, we are able to reduce 
the emission of formaldehyde in hardened film.

The formaldehyde content in wood material was tested by the perfo-
rator method according to EN 120.6 The addition of different concentra-
tions of modified samples of collagen with reactive amino groups was tested 
on ecologic parameters of wood products. Obtained results confirmed the 
decrease of formaldehyde content in comparison with the reference sample. 
Results of measurements of the influence of modification and concentration 
of collagen colloids No. 1, 2, and 3 on the formaldehyde content in prepared 
plywood with UF adhesive mixtures are presented in Table 17.9.
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TABLE 17.9 Effect of Collagen Colloid and its Modifications on fd Content in Plywood.

Sample Fd content
Reference 3.57 mg fd/100g a.d. samplea

Modification 1 3.17 mg fd/100g a.d. sample
Modification 2 2.54 mg fd/100g a.d. sample
Modification 3 1.68 mg fd/100g a.d. sample

a100 g absolutely dry sample of plywood board.

Results of laboratory tests confirmed that collagen prepared from leather 
waste is suitable additive for lowering of formaldehyde emission from wood 
products glued with UF adhesive. Increased efficiency of collagen was 
obtained by modification with urea and di-aldehyde. Tests confirmed the 
decrease of formaldehyde content in comparison with the standard down to 
50% according to perforator method.

17.3.7 THE INFLUENCE OF COLLAGEN MODIFICATIONS ON 
STRENGTH PROPERTIES OF PLYWOOD

The shear strength of glued joint directly depends on the resistance against 
humidity. Suitable modification of adhesive mixtures can reach better cross-
linking of the structure of hardened adhesive, increase of durable chemical 
bonds and lowering of the hydrolysis of adhesive. The research aimed 
not only on the study of properties of wood and adhesives, but as glued 
products are also the subject exposed to the environment in which they are 
located, and also to study the interactions of UF wood adhesive system.8,16,25 
Water has an important role in wood aging process. In presence of water, 
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the influence of radiation, oxidation, and heat is more intensive and more 
pronouncedly reflected in the wood surface degradation and in changes to 
its morphology. In case of water-free regimen, the wood surface is subject 
to chemical changes due to UV radiation and heat-induced effects, but there 
need not be major changes to the wood morphology.9

The infl uence of collagen modifi cations on strength properties of plywood 
was tested according the standards EN 314-1 and 314-2 (pretreatment for 
humid conditions: 6 h boiling in water, 1 h cooling in water 20°C). It was 
subsequently tested, if better wetting of the veneer surface of plywood bonded 
with modifi ed UF adhesive mixture with collagen enables to reduce the amount 
of adhesive spread at keeping all required quality parameters. There were 
prepared reference and testing samples of three-layer plywood. The pressing 
process was carried out in the electrically heated press at the temperature of 
125°C, pressing time 10 min, at the spread of reference UF adhesive mixture of 
153 g/m2, and at lowered spread of UF adhesive mixtures with collagen to 135 
g/m2, considering the better wetting of the veneer wood surface.2,10 Obtained 
results of shear strength properties of plywood are presented in Table 17.10.

TABLE 17.10 Strength Properties of Plywood Prepared with Modified UF Adhesive 
Mixtures.

Sample Mod. 1 (MPa) Mod. 2 (MPa) Mod. 3 (MPa)
Standard (0%) 2.55 2.55 2.55
Concentration 2% 2.50 2.40 2.65
Concentration 5% 2.35 2.24 2.81
Concentration 8% 2.30 2.17 2.84
Concentration 10% 2.24 2.06 2.95
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Testing of samples proved that collagen in UF adhesive mixtures ensured 
uniform wetting of the veneer surface even at about 10% lowered adhesive 
spread in comparison with the reference sample at parallel improving phys-
ical and mechanical properties of plywood. From obtained results, follow that 
those collagen modifications are suitable modifiers of UF adhesive mixtures. 
Modification Nos. 1 and 2 lower the strength of bonded joint in comparison 
with standard UF adhesive from the value of reference sample 2.55 MPa 
down to 2.24 resp. 2.06 MPa at their 10% concentration. On the other side, 
modification No. 3 increases the strength of the glued joint in comparison 
with the standard UF adhesive from the value of reference sample 2.55 MPa 
up to 2.95 MPa at 10% concentration.

Taking into account all obtained results, for the further testing of formal-
dehyde emission and shear strength of plywood, 5% concentrations of modi-
fied collagen colloids 1, 2, and 3 were applied with a spread of reference UF 
adhesive mixture 153 g/m2 and a spread of 135 g/m2 modified UF adhesive 
compositions with collagen.

17.3.7 THE INFLUENCE OF COLLAGEN MODIFICATIONS 
ON STRENGTH PROPERTIES AND HYGIENIC PROPERTIES OF 
PLYWOOD—INDUSTRIAL TESTING

Industrial experiments were done in the company for plywood production. 
Reference and modified samples of plywood were prepared for testing of 
qualitative parameters. The pressing process was carried out in the steam-
heated press within the temperature range of 125–130°C, pressing time 10 
min, at the spread of adhesive mixture with collagen 135 g/m2. The aim of 
the experiment was to obtain required shear strength of plywood for clas-
sification for intended use in humid conditions (6 h boiling, 1 h cooling 
in water 20°C). Prepared five-layer plywood was tested in an industrial 
company laboratory and in a laboratory at TU in Zvolen. Obtained results 
shear strength of plywood from industrial company laboratory are presented 
in Table 17.11.

Sampling:

Standard, industrial production—reference sample,
No. 1—5% concentration of collagen modification 1,
No. 2—5% concentration of collagen modification 2, and
No. 3—5% concentration of collagen modification 3.
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TABLE 17.11 Shear Strength of Plywood—Results of Industrial Company Laboratory.

Sample Standard value (MPa) x (MPa) min (MPa) max (MPa)
Standard 1 1.91 1.32 2.26
Mod. 1 1 1.98 1.33 2.31
Mod. 2 1 1.52 1.26 1.91
Mod. 3 1 2.15 1.52 2.46

Obtained results of shear strength of plywood from the university labora-
tory are presented in Table 17.12.

TABLE 17.12 Shear Strength of Plywood—Results of TU in Zvolen.

Classification for humid conditions (6 h boiling, 1 h cooling in water 20°C)
Sample Standard Mod. 1 Mod. 2 Mod. 3
x (MPa) 2.38 2.42 2.25 2.83
sdev (MPa) 0.38 0.37 0.43 0.32
vk (%) 14.5 15.4 15.3 10.9

Considering the obtained results of plywood strength properties, it can be 
stated that collagen and its modifications are suitable modifiers of UV adhe-
sive compositions. Modifications 1 and 3 at 5% concentration increased the 
bond strength in comparison with the standard UF adhesive from the value 
of reference sample 2.38 MPa up to values (2.42 resp. 2.83) MPa.

The addition of modified samples of collagen with reactive amino groups 
into UF resin was tested on ecologic parameters of wood products. The 
formaldehyde content in bonded wood material was tested by the perforator 
method according to EN 120.6 Results of measurements of the influence of 
modification and concentration of collagen colloid Nos. 1, 2, and 3 on the 
formaldehyde content in prepared plywood with UF adhesive mixtures are 
presented in Table 17.13.

Obtained results of the formaldehyde content in tested plywood were 
counted from the calibration line presented in Table 17.14.

Results of laboratory and industrial tests confirmed that collagen is suit-
able modifier for lowering of formaldehyde emission from hardened UF 
adhesive mixtures. The efficiency of collagen is possible to increase with 
modification by urea and di-aldehyde. Industrial tests at plywood produc-
tion confirmed lowering of formaldehyde emission in comparison with 
standard production down to 50%, stated according to EN 120.6 Obtained 
results confirmed the decrease of formaldehyde content in comparison with 
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the reference sample from the value of 4.01 mg fd/100 g a.d. board down 
to the value of 2.58 mg fd/100 g a.d. board at collagen modification No. 3.

TABLE 17.14 Calibration Line of Formaldehyde.

[μg fd] in 10 ml of solution stated with acetyl acetone Ext (412 nm)
0 0.0000
1.5 0.0128
3 0.0278
6 0.0546
15 0.1346
30 0.2632

17.4 CONCLUSION

Chemical stability of adhesives is an important property from the point of 
view of the strength and durability of glued joint and also from the point 
of view of hygienic requirements regarding the environment where the 
glued product is used. Modifying adhesives was tried to improve qualita-
tive properties of the adhesives and adhesive joints as well. Three different 
collagen-based additives of tanned leather waste were added into the UF 
resin. Physical and chemical properties of the adhesive mixtures were evalu-
ated: shear strength of glued joints, formaldehyde content, and emission. 
Reference samples were prepared using regular UF adhesives and glued 
joints. Attained results were evaluated according to the particular technical 
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requirements or standards. Obtained results showed that simultaneous pres-
ence of collagen in the UF adhesive mixture improved adhesive properties, 
increased shear strength of glued joints, and reduced the amount and emis-
sion of formaldehyde in laboratory and industrial conditions as well. It was 
shown that tanned leather waste (hydrolyzed skin collagen) can be used as 
secondary industrial raw material in UF adhesive production. The partial 
substitute of the regular adhesive by hydrolyzed collagen results in improved 
adhesive quality and the quality of glued joints as well. Waste utilization is 
the positive contribution to the environment.
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ABSTRACT

Poly(2-hydroxyethyl) methacrylate itself and copolymers have become the 
important class of biomaterials due to their biocompatibility, hydrophilicity, 
and nontoxicity. 2-Hydroxyethyl methacrylate (HEMA) can be used for 
making unique materials, like hyperbranched, stereogradient, and stimuli-
responsive polymers. HEMA polymerizes easily by free-radical polymeriza-
tion, but other types of polymerization can, also, be applied, for example, 
anionic polymerization.

18.1 INTRODUCTION

Living radical polymerization of 2-hydroxyethyl methacrylate (HEMA) 
using atom transfer radical polymerization (ATRP) technique was first 
reported in 1999.1–9 CuX-based ATRP can be used for living polymeriza-
tion of HEMA in polar solvents, like methanol, DMSO, acetonitrile, and 
in the presence of water.10–12 More recently, poly(2-hydroxyethyl) methac-
rylate (PHEMA) was prepared by activator-generated by electron transfer 
ATRP (AGET ATRP)13 and activator regenerated by electron transfer ATRP 
(ARGET ATRP).14 Single-electron transfer living radical polymerization 
(SET-LRP) was proved to be applicable for synthesis of PHEMA15. Thus, 
because of PHEMA usefulness, intensive development of new techniques 
for its synthesis continues. We now report the first vanadium-catalyzed 
synthesis of the polymer of HEMA induced by VO(DMSO)5(ClO4)2 (I).

18.2 METHOD

Vanadium compound I can react with alcohols in two major ways. First, it 
can promote reduction of dioxygen in the presence of alcohols with forma-
tion of free radicals.16,17 Second, we found compound I to be an affective 
catalyst of Michael addition of alcohols to epoxides and activated double 
bonds18. Thus, I catalyzes addition of methanol to double bond of cyclohex-
2-en-1-one with formation of ketone II (18.1) in 76% yield.

 II

  (18.1)
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Ability of I to catalyze both of these reactions may lead to conclusion 
that compound I can have unusual behavior in polymerization of vinyl 
monomers bearing hydroxyl groups. Indeed, we found that addition of I 
to HEMA results in relatively fast polymerization of HEMA at ambient 
temperatures, while methyl methacrylate (MMA), N-vinylpyrrolidone 
or acrylic acid in alcoholic solutions do not polymerize under the same 
conditions. Remarkably, polymerization of HEMA was conducted in air. 
Replacement of air with argon does not have much effect on polymerization 
of HEMA induced by I.

Due to its ionic nature, compound I is very well soluble in polar media 
including HEMA. Because of that compound I can be used in bulk polymer-
ization of HEMA as well as in polymerization of water or alcoholic solutions 
of HEMA. In the last case, I induces polymerization of HEMA at similar 
rates as in the bulk HEMA. Low MW alcohols (methanol, ethanol, isopro-
panol) are preferred solvents as water at concentration over ~30 vol% cases 
phase separation during polymerization of HEMA.

In bulk polymerization of HEMA concentration of I were used in the 
0.2–5.0 mM range, or <0.01 wt%. At 1.0 mM concentration of I polymeriza-
tion of HEMA finishes in 22 h at ambient temperatures and 4 h at 50°C to yield 
transparent, solid material insoluble in DMF even upon continuous heating 
at 80°C. Apparently, a cross-linked polymer was obtained. The polymeriza-
tion in both air and Ar have similar rates of polymerization. Formation of 
cross-linked polymer in bulk HEMA polymerization is a common feature 
of this monomer. Impurities of dimethacrylate in HEMA are believed to be 
responsible for insolubility of high MW PHEMA so that no unambiguous 
conclusion in regard of mechanism of HEMA polymerization induced by I 
can be drawn from the fact of cross-linked polymer formation.

Comparison of IR spectra of the reaction mixture before and after polym-
erization showed disappearance of C=C bands at ν = 1639 and 817 cm−1 (Fig. 
18.1). Polymerization both in air and in Ar gave PHEMA with the same IR 
spectrum.

Michael addition of OH-group of hydroxyethyl substituents of HEMA 
to double bond of methacrylate in case of HEMA with formation of a poly-
ester III cannot be excluded in the light of our previous experiments with 
compound I (18.1). Polyester III was obtained repeatedly by other authors 
in anionic polymerization of HEMA8,19,20 as the main polymeric product. 
If HEMA polymerization induced by I proceeds through addition of OH 
groups to C–C double bonds then absorption of OH in IR spectrum of such 
PHEMA have to be reduced. However, hydroxyl bands in 3200–3700 region 
remain strong.
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FIGURE 18.1 IR spectra of monomeric HEMA (bottom spectrum) and PHEMA (upper 
spectrum). Bulk polymerization, [I] = 1.0 mM, 22°С, 22 h in air.

 III

Two samples of PHEMA were analyzed by nuclear magnetic resonance 
(NMR) (Fig. 18.2). First sample was obtained by bulk polymerization in air, 
whereas the second sample was polymerized in vacuum. 13C NMR spectra of 
the both samples recorded using the magic angle with cross-polarization of 
PHEMA are essentially the same. The only found difference were additional 
minor signals at δ = 32.8 and 78.5 in the 13C NMR spectrum of PHEMA 
obtained in vacuum.

13C NMR spectra of PHEMA polymerized in air contains broad signals 
at δ = 16.3; 45.2; 55.2; 60.2, 67.3, and 178.6 ppm, attributed to polymeric 
methyl group (a), quaternary carbon atom (f), methylene group (b) in the 
polymer backbone, carbon atoms of ethylene glycol moiety (c) and (d), 
and carbonyls (e), correspondingly (Fig. 18.2). This data coincides with 
literature 13C spectra of PHEMA obtained by free-radical polymerization.20 
Polymerization in vacuum or argon provides two additional signals formed 
at δ = 32.8 (g) and 78.5 (h) ppm (trace b in Fig. 18.2). These signals were 
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attributed to –CCH2CH(CH3)– and –CO2CH2CH2OCH2– fragments in 
accord with.2 Combined integral of (g) and (h), 13C was found to be about 
2% of all 13C. Hence, molecular structure of PHEMA obtained by polymer-
ization in air would be represented by structure IV.

IV

FIGURE 18.2 13C NMR spectra of PHEMA polymerized in air (а) and in vacuum (b). Bulk 
PHEMA, [I] = 1.0 mM, 50°C, 4 h.
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Thus, NMR data confirm IR data that C–C bonds are the major structural 
element of polymer backbone obtained by HEMA polymerization induced 
by I. Relative amount of polyether fragment is negligible.

In general, methacrylates can be polymerized by free-radical, anionic 
or coordination mechanism. Cationic polymerization of methacylates is 
not known. Radical polymerization of HEMA in the presence of I is quite 
possible taking into account our previous findings of formation of free radi-
cals by oxidation of hydrocarbons by I. In the literature, free radical copo-
lymerization of MMA and styrene was reported21 in emulsion initiated by 
species formed by interaction of CpVCl2 with dioxygen. However, as we 
mentioned before, neither MMA, nor other vinyl monomers, do not polym-
erize in the presence of I, both in air and argon.

The major method to prove mechanism of polymerization is to add into 
polymerization mixture species that reacts with propagation center. Most 
common inhibitors of specific polymerization are used. Unfortunately, inhib-
itors of radical polymerization, such as nitroxides and hydroquinone, react 
with I so that “inhibitor” approach cannot be applied to elucidate the origin 
of propagation center of HEMA polymerization induced by compound I.

In radical polymerization of methacrylates, cobaloximes are known to 
catalyze chain transfer to monomer.22 The catalysis is very effective so that 
millimolar concentrations of cobaloximes is enough to reduce MW of poly-
methacrylates to few hundred. Hence, if I induces free-radical polymeriza-
tion of HEMA addition of cobaloximes should lead to substantial reduction 
of MW of PHEMA. In radical polymerization of HEMA, such concentra-
tions of cobaloximes lead to formation of semiliquid oligomers. Our experi-
ments showed that cobaloximes V and VI at concentrations 0.3–0.6 mM 
do not effect polymerization of HEMA induced by I (1.0 mM). Rate of 
polymerization changeless than by 10%, whereas the final product remain 
the same—solid, glassy, cross-linked polymer.
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Hence, polymerization of HEMA initiated by I proceeds neither by 
anionic nor by free-radical mechanism. We suggest coordination polym-
erization as the only mechanism that fits all the experimental data. Since 
MMA does not polymerize by I, we conclude hydroxyl group plays an 
important role in this coordination mechanism. Coordination polymer-
ization of methacrilates called group-transfer polymerization (GTP) was 
first conducted by Webster et al.23 They found that monomeric meth-
acrylates insert into O–Si bond in enolate VII along with formation of 
C–C bond at technologically convenient temperatures (~80°C) so that 
Si-enolate group keeps at the growing end of polymethacrylate during 
the polymerization at all the times. Consequent addition of different 
methacrylates into the GTP reaction mixture leads to the formation of 
block copolymers.24

Although details of GTP mechanism are still under investigation, it is 
clear that enolates of methacrylates are capable to propogate polymerization 
of methacrylates. Since ethanol solution of MMA does not polymerize in the 
presence of compound I, one may conclude that OH group of HEMA helps 
to form some kind of a coordination complex of HEMA with I that promotes 
polymerization. We suggest that formation of complex like VIII may the 
first stage of HEMA polymerization in the presence of I. According to our 
suggestion vanadium–HEMA complex, VIII activates HEMA through 
formation of an enolate. In VIII, HEMA completely replaces oxygen atom 
in the original V=O so that no change in the oxidation state of vanadium is 
required in formation of the enolate. Indeed, EPR of polymerization system 
with 5% accuracy showed no change of vanadium oxidation state (IV) 
during the polymerization of HEMA.

If another HEMA molecule approaches VIII, a new coordination 
complex IX may form using additional coordination places of vanadium. 
Newly formed chelate IX keeps enolate double bond close to methac-
rylate double bond of the second HEMA molecule that facilitates addi-
tion reaction of the enolate to the second coordinated HEMA and a new 
cyclic enolate X emerges (18.2). Thus, reaction (18.2) proceeds with 
formation of PHEMA with cyclic alkoxy–vanadium–enolate group at the 
growing end of the polymeric molecule. Group X in the reaction mecha-
nism (18.2) could be OH. Additional experiments are being undertaken 
to elucidate chemical origin of the X-group as well as to prove mecha-
nism (18.2) per se.
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 VII IX X

  (18.2)

Details of HEMA polymerization induced by I and other vanadium 
complexes will be published elsewhere.

18.3 CONCLUSION

To remove inhibitor, HEMA was passed through column with activated 
alumina. Ninety-six percent ethanol was redistilled twice. All monomers 
(Aldrich) were purified by high vacuum distillation immediately prior the 
experiment. VO(DMSO)5(ClO4)2 was prepared according to the reported 
literature procedure.25 Reaction mixtures were prepared in air, followed by 
degassation by three freeze–evacuate–thaw cycles in a vial sealed with rubber 
septum. After the final thawing, the vial was optionally filled with argon. No 
difference was found between polymerization in argon or vacuum. In case of 
polymerization conducted in air, the veil filled with reaction mixture by 10% 
v/v was sealed by rubber septum without evacuation.
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